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Abstract—Over the past decadesRedundant Array of indepen-  Several techniques have been proposed in the past to address
dent Disks(RAIDs) have been con gured based on mechanical the shortcomings of SSDs, namely, slow write performance,
characteristics of Hard Disk Drives (HDDs). With the advent of limited endurance, and reduced reliability [6; 7; 8: 9; 10].1

Splid-State DriveqSSDs), such con.glljrations such as st.ripe unit T h it f lel writi ltiol
size can be far from the characteristics of SSDs. In this page 'O €nhance write performance, parailel wriling on muflipie
we investigate the effect of stripe unit size on the endurarc NAND ash chips can be used [6]. Different wear-leveling
and the overall /0 performance of an SSD-based RAID array algorithms have been also proposed and applied in the aim
and compare the optimal stripe unit size with the suggested of improving the endurance of NAND ash-based SSDs [11].
stripe unit sizes for HDD-based RAID. To this end, we ISt e jsgie of reduced reliability, however, has not been ide
examine the number of extra page reads and writes imposed by . . . .
write requests and then observe the corresponding impact othe addres;ed. Since BI.ER.progres.SNely increases by erate-wri
overall throughput and the average response time of SSD-bad  transactions, the reliability of disks decreases by eaelseer
RAID arrays. The effect of extra page writes for different stipe  operation [12]. In order to mitigate the issue of increasing
unit sizes and their impact on endurance has been also exanéd. BER, Error-Correction Codes(ECCs) can be employed in
To validate the analytical study, we have used I/O intensive ggpg [13]. While SLCs mostly use single-bit ECCs such as
traces and .S|ml.JIated an .SSD-l.)as.ed RAID array using DiskSim h . d MLCs debl licated ECCs d
simulator with different stripe unit sizes. The experimental results ~'@MMmING Codes, S aepioy more complicate S due
reveal that unlike HDD-based RAID arrays, a 4KB stripe unit 0 their higher BER [14]. This will further increase the asse
size can signi cantly improve the throughput, response tine, and latency of MLCs as compared to SLCs [9]. Using page-level
endurance of an SSD-based RAID4 array (up to 67.6%, 52.2%, ECC codes mitigate the increasing BER, but they are unable
and 48.6%, respectively) as compared to 128KB stripe unit 8. provide any protection in the event of page, chip, or whole

Index Terms—Solid-State Drive (SSD), Performance, En- device failure.
durance, RAID, Stripe Unit Size. To achieve higher level of reliability, block- or device-
level redundancy techniques such as mirrori@opple Parity
Checking[SPC), and erasure codes can be utilized [15; 16; 17].
Device-level redundancy can be implemented ustegundant

In recent years, NAND ash-base®&olid-State Drives Array of independent Disk&RAID) [18; 17]. RAID con gu-
(SSDs) have gained much attention as a suitable replacenmations, which are widely used in data storage systemsy offe
for Hard Disk Drives(HDDs). By employing electronic parts higher performance, reliability, and capacity [18; 17; P9;
instead of mechanical parts, SSDs offer appealing char&d.]. This is achieved by distributing user data across iplelti
teristics such as light weight, shock resistance, less povwdisks within an array. Each level of RAID array such as
consumption, and higher I/O performance. Such advantadg®&lD4, RAID5, and RAID6 can be con gured using different
have made SSDs a promising storage media for small garameters such as stripe unit size and the number of disks
large-scale applications [1; 2; 3; 4; 5]. SSDs, howevelfesuf participated in a RAID array. Stripe unit size, which de nes
from low write performance due to slow ash programminghe granularity of data distribution in a RAID array, has bhee
time, limited endurance caused by erase-before-writeaspetraditionally determined based on characteristics of HR®Ds
tions, and reduced reliability due to ash device aging efffe balance throughput and response time. Due to charaatsristi
Additionally, SSDs impose higher per bit cost as compared HDDs, the suggested stripe unit size by enterprise data
to HDDs. Recently,Multi Level Cells (MLCs) have been storage systems vendors such as IBM, HP, and EMC varies
introduced to reduce the per bit cost and to increase the abbtween 16KB up to 1MB [22; 23; 24; 25; 26; 27]. The
capacity. This is achieved by storing more than a bit in easliggested stripe unit sizes can be possibly far from thenapti
ash unit cell. MLCs, however, suffer from higheBit Error con guration for SSD-based RAID arrays with respect to
Rate (BER) and more limited erase operations as comparl® throughput and response time. Additionally, convemdilo
to Single Level Cell{SLCs). An MLC block wears out by stripe unit size used for HDD-based RAIDs should be reudsite
5,000 to 10,000 erases while the maximum permissible eragigh respect to limited endurance of SSDs. To the best of our
operations is 10 times larger for an SLC block [2]. knowledge, such analysis for SSD-based RAIDs is missing in

I. INTRODUCTION
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analytical study reveals four major observations.
Regardless of HDDs or SSDs, the larger stripe unit sizg |\

can result in signi cant number of extra read and write | | IR
operations due to parity update. Die0 Diel )
Due to the major contribution of positioning time to therig. 1. A typical structure of a ash chip consists of two diesd four
overall HDD response time, the extra read and write oplanes

erations do not lead to a signi cant performance overhead

in HDD-based RAID arrays. organized in a plane and each block is composed of 64 or

The extra number of read and write operations CaﬁS ages, leads in hierarchical structure. An example of a
directly affect both response time and 1/0O throughput in pages, i P

SSD-based RAID arrays. ash chip with four planes is presented in Fig. 1. In a typical

The endurance of a parity disk in SSD-based RAID arra %sh structure, dies in a plane can be accessed in parahel. T

can be siani cantly affected by larger stripe unit size mallest parallel unit in a NAND ash chip is plane-pair.
9 y y1arg P ’ NAND ash memory exhibits challenging characteristics

Using I/O intensive traces and a disk subsystem simulatg[,ch a5 asymmetric read/write latency, different graitylaf
we have experimentally validated the observations obtRing,qqwrite operations, and erase-before-write limitatishe

by the proposed analytical study. Both analytical and €Xzymmetric read/write latency implies that the latencyeafd
perimental studies demonstrate that choosing an appteprign write accesses is not equal. Typically, a single writess
stripe unit size can signi cantly improve the performancg,yes apout ten times longer than a unit-size read access.
metrics of an SSD-based disk subsystem. In particular, e smallest unit in both read and write accesses is a page.
experimental results for the studied benchmarks revedl tha, ever an erase operation is performed on a block level.

a 4KB stripe unit size can improve the throughput a'ld '®- Another challenging characteristic of NAND ash memory
sponse time of an SSD-based RAID4 array up to 67.6% apderase-before-write limitation, which implies a bloclkosid

52.2% respectively, as compared to 128KB stripe unit size. o erased before a page within the block is overwritten or

addition to the performance improvement, the results lev§@,qated. Therefore, updating a previously written datahen t
that the endurance of a 4KB stripe unite size signi cantlgame page is not possible unless the entire bock is erased.
reduces the number of extra page writes and consequerflyce the number of block erases is limited in the NAND
enhances the endurance of RAID array, as compared t0 128K}, technology, each block erase will reduce the total devi
stripe unit size. We have also further validated the sinmfat jitetime. The limitation of the number of erase operations
results by conducting experiments on a system equipped wr_l)t,l;qr block has been reported up to 10,000 and 100,000 for
40GB SSDs. To the best of our knowledge, this is the rs; c and sLC ash, respectively [28]. To overcome the
comprehensive work which investigates the effect of strignited endurance of ash memory, wear leveling algorithms
unit size on both endurance and performance of SSD-basgde peen proposed in the literature [29; 30]. The main aim

RAID arrays. _ . . of wear leveling algorithms is to distribute write accesses
The remainder of this paper is organized as follows. f.15ss all blocks in an even manner to prolong the lifetime

Section II, a background on NAND-based ash and SSDst 5 ash memory. Wear leveling algorithms are directed
based RAID con gurations is provided. Section Il elab@st by a software namedFlash Translation Layer(FTL). The
design challenges in SSD-based RAID con gurations. Segyain responsibility of FTL is mapping a logical page address

tion 1V investigates the effect of different stripe uniteszon |ceived from the disk front-end to a physical page address i
performance and endurance. In Section V, the experime disk ash chips.

results will be presented. Section VI reviews related work
on SSD-based RAID arrays and lastly, Section VII presents Interleaving
summary and conclusion. '

Parallel access to user data provided by interleaving is one
Il BACKGROUND of the mqst prominept fea.turefs of SSDs as cqmpared to HI_DDs.
Interleaving is provided in different layers in SSDs, which
A. Flash Memory results in an improved performance and higher bandwidth.
An SSD consists of few ash chips, which are organized ifig. 2 shows building blocks of an SSD controller and a chip-
an interleaved manner to provide parallel access to usar dégvel parallelism available in ash chips. In this gure, &8D
A ash chip includes one or more dies and each die contaigsntroller is connected to four ash chips using four paehll
a set of banks or planes, which in turn are constructed bizannels. Since one channel is dedicated to each ash chip,
blocks. Typically one page size register and 2048 blocks atata transfer and read or write operations can be performed
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con guration in the back-end ash chips. The RAID con gu- ni

ration, which is established on a number of ash chips within

an SSD could be calleiitra-RAID as opposed tinter-RAID. Unit

Inter-RAID can be con gured on a number of SSDs. Both )

architectures provide interleaving and parallelism, @itfh Fig 3. writing a 512KB request to a RAID4 4+1 with stripe usize = 4K:

there is a slight difference between these two architesturés) Full stripe update, (b) Partial stripe update (UP: Updat/C: Unchanged)

In the intra-RAID con guration, data is serially transfed

to an SSD and it is then interleaved among ash chips. In

an inter-RAID array, however, data transmission from highe A row of stripe units, which parity is computed over, is

level to SSDs is performed simultaneously. Consequently, 2lled astripe or afull stripe. The computed parity is written

inter-RAID array can provide better performance as congparen the parity stripe unit in the corresponding stripe. Tfane

to the intra-RAID con guration. each stripe includes data stripe units and a parity strige un
There is also another kind of parallelism among planéata stripe unit, parity stripe unit, and full stripe haveebhe

within a ash chip. Although there is one common channethown in Fig. 3. In RAID4 and RAID5 con gurations with N

for all planes in a ash chip, planes in a die can operafisks, there aré&l 1 data stripe units and one parity stripe

independently. In some circumstances, a pair of planes irt@it. When an 1/O request is started at the rst data disk and

die can operate independent from another pair of planesdgcesses exactly an integer multipleNof 1 data stripe units,

a same die. This means that data transfer is not perfornfefHll stripe access is accomplished. Otherwise, a pattiples

simultaneously but data can be accessed in an interlea@§gess within one row or multiple rows will happen [31; 19].

manner on independent dies or planes [6]. This will be further elaborated in Section IV.
To further achieve higher reliability levels in data stagag
C. RAID systems, one can employ erasure codes in disk subsystems.

Erasure codes such as Reed-Solomon [32; 33], X-codes [34],

Although RAID is commonly used for redundancy pur- . :
poses, it is indeed used to enhance both reliability a@&d Even-Odd [16] integrat data disks anch redundant

performance [18: 17]. In particular, while RAID4, RAID5 isks in order to tolerate up to disk failures. These erasure

and RAID6 con gurations are aimed at improving both pergodes are referred as RAID6 con guration. Majority of enasu

formance and reliability, RAIDO is only used to enhanci?des are based on complex XOR and arithmetic operations

performance. RAIDO, which does a simple data striping acro 16; 32; 33]. There are several parameters such as word size,

disks enhances performance and capacity while it does IIIO? nu_mber of Word_s in a st.rlpe unit, and .the number of
improve reliability. On contrary to RAIDO, RAID1 reaches()per"jltlons that are |.nvolved in data encoding of complex.
higher reliability level by deploying mirroring but it doemt erasure codes. One |mp9rtant.p.arame.t_er of erasure codes is
improve performance as compared to other RAID con guv_vord size, where each stripe unit is partitioned into wondse
rations. RAID4 and RAID5 are two RAID schemes. where Effect of word size on the performance of erasure codes has
space equal to one disk is allocated to parity stripes. InORIAI Seen\llr:vlest:ggted |r|1(severallst_ud|est,_ WTC?hW'!I be df@?i

the extra disk is dedicated to hold all parity bits while pari ec. Vi In this work, we only iInvestigate the impact of Seip
bits are evenly spread across all disks in a RAID5 array. unit size in RAID arrays employingingle Parity Checking

In RAID4 and RAID5 con gurations, a part of interleaved(SPC)' Investigation of RAID6 con gurations is beyond the

data which is stored on a single disk, is calsdpe unit The scope of this work.

stripe unit sizede nes the amount of data placed on a disk

which represents the granularity of data distribution iR IIl. CHALLENGES IN SSD-BASED RAID ARRAYS

array. Stripe unit size, which can be from a bit or a byte to Despite signi cant reliability improvement of SSDs over
multiple blocks of data, may in uence the performance and/&iDDs, they still have limitedMean Time To FailurdMTTF)
the reliability of a RAID array [31]. as reported by SSD venders [35; 36; 37]. Typical MTTF of



TABLE | TABLE Il

EXAMPLE: NUMBER OF PAGE WRITES IN ARAID4 4+1 ARRAY (PAGE EXAMPLE: NUMBER OF PAGEREADS IN A RAID4 4+1 ARRAY (PAGE
SI1ZE=4KB) SIZE=4KB)
Disk Number Total Size of Disk Number Total Size of
DO D1 D2 D3 P Write Requests DO D1 D2 D3 P Read Requestg
lozone | 771K | 767K | 768K | 767K | 1439K 3,073K lozone | 600K | 410K | 422K | 498K | 273K 0
Postmark | 545K | 546K | 546K | 546K | 703K 2,183K Postmark | 443K | 416K | 417K | 445K | 75K 1,272K
Vdbench | 145K | 145K | 144K | 145K | 265K 579K Vdbench | 98K 71K 72K 97K 53K 5

SSDs varies from 1M hours up to 2M hours. Hence, a higiecess is required to compute the new parity. However, ia cas
available and reliable disk subsystem (e.g., 7- or 8-nirml-av a partial stripe is overwritten, reading of unchanged sttipits
ability) is not achievable without using RAID con guration Or the parity stripe unit within a stripe is necessitated.
Finding an ef cient RAID con guration for SSDs can be Inthe case of partial stripe update with the number of stripe
challenging. Using RAID1 imposes higher cost while bringgnits equal or less than half of data disks, it is more cost
more reliability. RAID4 and RAID5 are more cost ef cient buteffective to read the old data and the old parity rather than
updating parity stripe units would result in fast disk agihg the unchanged data within the stripe [9; 28]. To furtheribfar
RAID4 and RAID5 con gurations, the parity stripe unit inthese statements, let's consider a RAID4 4+1 array with four
each stripe is updated once its corresponding data strippe @hata disks (DO, D1, D2, and D3) and one parity disk (P). In
is modi ed. Consequently, parity stripe units are updatexten this array, a write to a full stripe (DOD3) does not imply any
frequently than data stripe units. read access to generate the new parity. However, a write to a
In a RAID5 array, since parity stripe units are distributegartial stripe will require read accesses. For example,itewr
across all SSDs, each disk gets more updates and ages fateess to (D0D2) will call to read data on D3 for the new
as compared to data disks within a RAID4 array. As a resuRarity computation. A write access to a single stripe ung.(e
the average lifetime of SSDs in a RAID5 array is shortéfata on DO) can be followed by either of the following read
than the average life time of data SSDs in a RAID4 arragccesses for parity generation. A straightforward sofuisoto
It has been demonstrated in [10] that RAID5 may suffer frofi¢ad data on D1 through D3, which requires three extra read
simultaneous disk failures. This is due to write requests a®ccesses. Another way is to read the old data on DO and the old
evenly distributed across all disks and as a result, alisdighar Parity, which implies two extra read accesses. In the latee,
out approximately with the same rate. Similarly, disk agingld data on DO and the old parity are rst read simultaneausly
with the same rate is also valid for RAID1 con guration. Tol hen, the new parity is computed by performing exclusdfe
alleviate this limitation, it has been suggested to use emeWetween the old data on DO, the new data for DO, and the old
parity distribution using RAID4 con guration [10; 38; 39]. parity. The new data for DO and the new parity are written on
In such schemes, SSDs experience different amount of wrigéisks at the same time.
in a RAID4 array, which results in differential aging of disk In a RAID array, as explained before, some write requests
drives. incur extra read accesses to data or parity disks within the
In a RAID4 array, frequent parity updates leads to fast agirf§ray- This overhead can increase the latency and degrade th
of the parity disk while data disks in a RAID4 array wear ouperformance of the RAID array. Table Il shows the number of
similar to data disks in RAIDO. Table | shows an example fd?age reads due to write requests in an SSD-based RAID4 4+1
the number of page updates that data and parity disks recdRiesample I/O intensive workloads. For lozone and Vdbench
in a RAID4 array for 1/O intensive benchmark programs. I¥orkloads, although there is no or few read requests in the
this example, the array includes ve SSDs (four data disics aflPut trace, the number of page reads is notable, which can
one parity disk) and the stripe unit size is set to 128KB. Not&sult in throughput degradation.
the total size of read and write requests and the other niamber
reported in Table | and Table Il are in terms of number of pages
(a page size=4KB). It can be observed from Table | that the
parity disk receives updates about twice as data disks do foin this section, we investigate the effect of different sri
lozone and Vdbench benchmark programs. Consequently, tit sizes on the endurance and performance of an SSD-based
parity disk wears out with a higher rate and fails sooner thanID array utilizing a parity disk. In our analysis, we majnl
data disks. focus on the number of page reads and page writes imposed
by write accesses rather than those imposed by read accesses
As illustrated by an example in Table I, the parity diskhis is due to the parity disk is not invoked in read accesses
fast aging in RAID4 is a major disadvantage, which shoulgind as a result, no extra read or write operations take place
be properly addressed in SSD-based RAID arrays. Anothsr read accesses. Additionally, the endurance of RAID array
shortcoming of SSD-based RAID4 con guration is that thé not affected by read accesses.
parity disk may become performance bottleneck. Read ac-The analysis of the number of extra page reads and writes
cesses to the parity disk can be considerable since paptpvided hereafter is independent of storage type (eitizidH
should be computed in each write access. When a write requasSSD) used in a RAID array. The performance impact of
is distributed across disks in a full stripe manner, no redke extra page reads and writes on SSD-based RAID, however,

IV. STRIPEUNIT SIZE ANALYSIS



can be very different from HDD-based RAID since HDDs and

SSDs exhibit different characteristics. In particular,iletihe

major contribution of positioning time to the overall resge

time in HDDs can alleviate the performance penalty of extra

page reads and writes, this does not apply in SSDs as they

do not have any moving parts. As an example, in case of

write accesses to an SSD-based RAID, as it will be shown in

the next subsections, both performance and endurance can be

signi cantly affected with different stripe unit sizes. @
In the rest of this section, we rst investigate the impact

of stripe unit size on the number of extra page reads in write

requests. Then, the effect of stripe unit size on the number

of extra page writes in write requests is presented next. The

impact difference of extra page reads and writes between SSD

and HDD RAID arrays will be discussed in the subsequent

subsection. To provide better understanding of the imp#ct o

stripe unit size on extra page reads and writes, we use RAID4

in the analysis provided in this section. However, this gsial

is also valid for RAID5 arrays as the extra number of reads (b)

and writes does not depend on the way parity stripe units diig. 4. Writing a 512KB reguest to a RAID4 4+1 with stripe usize =

distributed across disks 128KB: (a) Full stripe update, (b) Partial stripe update (Wpdated, UC:
’ Unchanged)

A. Impact of Stripe Unit Size on Number of Extra Page Reads o )
When data stripping leads to a full row update as shown in

Fig. 3(a), since all rows are updated in a full stripe manner,

~ InaRAID con guration, a logical address from upper layef, read operation is needed. In Fig. 3(b), only the rst and
is converted to a physical address involving several pal@I®I€ ha |ast rows imply read operations. In the rst row, the rst

such asStarting Disk Index(SDI) and the number of datap,qe js missed in the RAID controller and should be read from
disks within the array, referred &&. SDI which refers to the pigi 0. In the last row, only the rst stripe unit is updated.
data disk number holding the rst stripe unit of a request, isherefore, to compute the new parity, the old data stripe of
calculated based oBtripe Unit Size(SUS), request addresspgy o and the old corresponding parity stripe should be read
and the number of data disks within the array. SDI is equé'onsequently, in this example, two page reads from Disk 0
to (ADD =SUS) modulo N4, where ADD | is the logical onq one page read from the parity disk are necessitated.
address of a request. When a request is striped across dajgqy et us consider a larger stripe unit size equal to 128KB.
disks, two possible situations may happen: i) a row involvgg s situation, the request is divided into four stripetsin

in a write update forms a full stripe write, which all stripe,hich may occupy one or two rows as shown in Fig. 4. As
units in the row are updated, ii) a row is not invoked in @yon in Fig. 4(a), no read operation is needed when a write
full stripe manner. We call the forméull row updateagainst ,neration is performed on a full stripe. However, in case of

partially row updatein the latter case. A write can fall into g stripe write, read operation from data disks and the
one qf these two cases depending on logical address, str fity disk is required. Fig. 4(b) shows an example when
unit size, and request size. When a full row update happefig, gata stripe units from Disk 0 and one data stripe from
since all stripe units of a row exist in the RAID controllery,e narity disk should be read. Since the stripe unit size is
the_re is no ne_ed to read any §tr|pe unit from. disks for pa”@’zSKB, which is equivalent to 32 pages, totally 96 page reads
stripe generation. In contrast, in case of partially rowated 5 yemanded. This number of page reads is signi cantly great
since some stripe units are missed in the RAID controll@dre 5 3 page reads that was requested when the stripe unit size
operations from data or parity disks should be undertaken., s set to 4KB or one page size.

In order to make the subject more clear, let's consider an|, Taple 11l we have analyzed the number of extra page
example of a 512KB write request written into an SSD-basgd, s performed for a 512KB write request with different

RAID4 4+1 array. Let's also assume that the stripe unit h%%ripe unit sizes and two sample starting disks (SDl1=or

the smallest granularity and its size is a page (typicallBtK p o)1 it js intuitive that if the starting disk i® 0 (not reported

If the logical address of this request is mapped to the r§f Taple 111), no extra page reads will be incurred since aje
disk (Disk 0), 32 full row updates will be accomplished agpgates will be accomplished in a full stripe manner. In case
shown in Fig. 3(a). On the other hand, if the logical addresgy) js equal toD 1, the rst row of the write request will call

is mapped to any data disk other than the rst disk (Disf, read fromD0 and the last row will require to read from
0), 31 full row updates and 2 partially row updates would b§ ¢ and the parity disk. Hence, writing a 512KB request in a

emerged. Fig. 3(b) shows a situation in which the rst stripRa|D4 4+1 array requires three extra stripe unit reads from
unit of a request is written to the second disk (i.e., SDI=1 or

Disk 1). 1D 1 andD 2 refer to Disk 1 and Disk 2, respectively.



(
(LDI  SDI +2) NPS if (LDI  SDI +1) <N ¢=2 O

NEPR (;=1) = .
(r=1) (Ng LDI +SDI 1) NPS otherwise

8
3(@Ng SDI LDI) NPS if (SDI>N ¢4=2) && (LDl +1 Ng=2)

NEPR _ S(Ng SDI +LDI +3) NPS if (SDI>N ¢=2) & (LDl +1 <N ¢=2) @
"2 7 3(Ng+SDI LDl 1) NPS if (SDI Ng=2)&& (LDl +1 Ng=2)
* (SDI + LDI +2) NPS otherwise
TABLE Il

NUMBER OF EXTRA PAGE READS TO WRITE A512KBREQUEST IN A from 3 to 256 pages when the stripe unit size is increased from
RAID4 4+1ARRAY (PAGE SIZE=4KB) 4KB to 512KB. As stated earlier, the extra number of page
reads reported in this table is valid for both RAID4 and RAID5

Number of Extra Page Reads (NEPR . .. . .
SUSTSDI Do DL 1 D2 | D3 ¢ Parity (Overal)l con gurations. Additionally, this analysis is independefthe
a DL ]2 0 0 0 1 3 type of storage device (either HDD or SSD).
D2 | T | 1 T | 1 0 7
ek | DL [ 4 [0 0 | O 2 6 . o )
D2 | 2 2 2 2 0 8 B. Impact of Stripe Unit Size on Number of Extra Page Writes
6k | DL [ 80 0 | O 4 12
D2 | 4 | 4 4 | 4 0 16 . o
sk | DL [ 16 | © 0 0 8 24 Here, we analyze the effect of stripe unit size increase on
D2 | 8 8 8 8 0 32 the number of page writes in a write request. Since the réques
64K B% i’é 106 106 106 106 gi size is constant and it is distributed on data disks, the mumb
126Kk DL | 64| 0 0 0 35 96 of page writes on data disks does not change by the variation o
D2 [ 3232323 0 128 stripe unit size. Therefore, no extra page writes is peréarm
256K B% gj é’4 8 %4 8 gg on data disks. However, the number of page writes on the
BT T o 128 0 0 | 128 556 parity disk can be affected by the stripe unit size.
S12K 715 0 | 128 0 | 128 256 Table IV reports the number of page writes imposed by a

512KB write request for different stripe unit sizes andeliént
starting disk numbers. In this table, we report the number
DO, D1, and the parity disk (4KB stripe unit size: 3 pagesf page writes rather than the number of extra page writes.
8KB stripe unit size: 6 pages). In case SDI is equeDi® the Similar to the analysis provided in the previous subsection
rst row of the write request will call to read fronDO and the number of extra page writes for the rst starting disle (i.
D1 and the last row will require to read from2 andD3. As SDI = DO0), would be equal to zero, since all page updates
a result, writing a 512KB request in this array requires tdre will be accomplished in a full stripe manner. Considering th
four stripe units from the data disks (4KB stripe unit size: data distribution shown in Fig. 3, if the granularity is a pag
page reads and 8KB stripe unit size: 8 page reads). 4KB, there would be 33 page writes (equivalent to 516KB) on
the parity disk when the starting disk is A90. On the other
The analytical examples given above lead us to formulatand, if the stripe unit size is 128KB and the starting disk is
the number of overall extra page reads caused by a writet the rst disk (as shown in Fig. 4(b)), since two 128KB
request. For simplicity, we assume that the request sizepirity blocks will be written on the parity disk, the numbér o
divided by stripe unit size. We also assume that the numhgage writes on the parity disk will be increased to 64 pages.
of pages within a stripe unit is referred Bsimber of Pages This number of page writes is about twice greater than what
per Stripe(NPS). This number is equal t&[) S=Sizgage], we had for 4KB stripe unit size. Similar to the number of extra
whereSizepage i the size of a page in ash chips. Let's alsgpage reads, we can extract the formulation from this example
assume that the last disk in the last row accessed by a requiestthe number of extra page writes. Here, we assume that
is referred ad.ast Disk Index(LDI). This index is equal to the request size is divided by SUS and striping is performed
[(Sizeeq=SU9 + SDI - 1] moduloNgy, whereSizeq is over at least two rows of the array. Equation 3 can be used
the size of the request. In case, the striping is performég omo compute theNumber of Extra Page WritsNEPW) on the
on one row (¥ 1), theNumber of Extra Page Rea@NEPR), is parity disk.
calculated according to Equation 1. If the striping is perfed
on at least two rows (r 2), the number of extra page reads NEPW = 22! *(Sizereq=SUS) | oo @)
can be calculated as shown in Equation 2. Ng
According to Equation 1, Equation 2, and the analytical The total number of page writes committed to
results reported in Table lll, as the stripe unit size boos&SDs, reported in Table IV, would be equal to
up, the number of page reads from data disks and the paftfEPW + (Sizereq=Siz€age). The analytical results
disk increases. The extra page reads obviously can impasported in Table IV, and the formulation given in Equation 3
performance penalty to the disk subsystem. As shown demonstrates that the larger stripe unit size, the more
Table IlI, the total number of extra page reads is increasedite/erase operations on the parity disk, which results in




TABLE IV . L
NUMBER OF PAGE WRITES TO WRITE A512KBREQUEST IN ARAID4 4+1  Other hand when a request is large enough to be distributed

ARRAY (PAGE SIZE=4KB) on many stripes in an array, the number of extra page reads
NUFB&F of Page WHTES and page writes becomes negI.|g|bIe as compared tp thg total
SUS [ SDI [ DO | DI | D2 | D3 | Party | Overal number of page reads and writes of user data. This will be
a4 | DL [32]32]32]32] 33 161 validated in the results provided in Sec V-C.
D2 | 32| 32 | 32 | 32| 33 161
ek | . DL [32] 323232 34 162
D2 | 32| 32 | 32 | 32 34 162 V. EXPERIMENTAL RESULTS
16k | DL [ 323232 32| 36 164 | . .
D2 132 32 32 | 32 35 164 n order to evaluate our analytical study, we have simulated
D1 [ 32 32 | 32 [32] 40 168 SSD-based RAID4 and RAID5 4+1 arrays using DiskSim
82K T332 [ 32 [ 32 40 | 168 , Qi , :
V4.0 simulator [40]. DiskSim is a disk subsystem simulator,
bak [ oo 1 32 1 32 % ¥l % 170 which has been extended to su both
D2 [ 32| 32 [ 32 [ 32| 48 176 pport both HDDs and SSDs.
DI | 32| 32 | 32 | 32| 64 192 In our experiments, we report the number of extra read and
128K 5y T332 (32 [ 32 64 | 192 : :
write pages for both RAID4 and RAID5 con gurations. In
256K |os O [ 64 1 64 | O o4 192 this simulator, no cache memory has been used in the RAID
D2 | 0 | 0 | 64 | 64 | 64 192 N y .
siok | DL | 0 [128 0 | 0 | 128 256 controller for either SSDs or HDDs. The con guration of
D2 | 0 | 0 [128] 0 | 128 256 RAID controller in all experiments are the same for both

HDD- and SSD-based RAID arrays. Additionally, we also
) . ] report the performance metrics of SSD-based RAID arrays,
fast aging of the parity disk. The total number of pagge  throughputand response time, for both RAID4 and RAIDS
writes i_s incre_ase_d in_ this table from 161 to 256 pages Whﬁﬁays, In the experimental setup, we have used a common
the stripe unit size is increased from 4KB to 512KB. IRon guration previously used in other studies [4; 41; 42].43
particular, the number of page writes on the parity disk ifnis con guration has been outlined in Table V. In our
increased from 33 to 128 pages when the stripe unit siggnylations, the number of page reads and page writes on each
is increased from 4KB to 512KB. Since the parity disk iRjisk and the average response time are measured. We have also
RAID4 is a performance bottleneck and page writes on askyiracted throughput by extending the source code of DiskSi
memories are time-consuming operations, performance &g |/0 traces have been used in our simulation, among which
be considerably degraded. two are MSR Cambridge [44] block I/O traces and four are
traces produced by Postmark [45], lozone [46], and Vdbench
C. Extra Page Reads and Writes in SSD- vs. HDD—Basg%g.] programs. These four Iat.ter traces are /O ir_ltens'ae_eu; .
RAID Arrays which were gathered by running the corre_sp_ondmg apptinati
programs. Table VI reports the characteristics of thesmefa
The main conclusion from the analytical study provided ifg fyrther validate the proposed analytical study, we hise a
the previous subsections is that as the stripe unit sizemhe€0 gnducted experiments on a system equipped with three SSDs.
larger, the number of extra page reads and writes increaggf to very time-consuming experiments on the physical
in both RAID4 and RAIDS con gurations in either SSD- orgysiem, we have only conducted a sample experiment on this
HDD-based RAID arrays. The performance impact of extigstem setup.
page reads/writes needs to be further investigated. Meljit | the rest of this section, performance results extracted b
reading or writing2n pages in SSDs takes twice as reading Gjsksim simulator for a SSD-based RAID array is presented
writing n pages. Hence, it is expected that the extra numberigfsec, v-A and Sec. V-B. The performance simulation results
page reads and writes in SSDs directly affects the perfotmanis; 5 HDD-based RAID array is presented in Sec. V-C.
This will be validated in our results presented in Sec. V.tBuerhe endurance simulation results for a SSD-based RAID are
statement, however, is not valid for HDDs due to the maj@gported in Sec. V-D. Lastly, experimental results for SSD-

contribution of positioning time in the overall responsedi I 535ed RAID extracted from a system equipped with Intel SSDs
general, the response time for an access to a HDD is caldulaige reported in Sec. V-E.

as follows:

Taccess = Tseek + Trotate + Tiransfer (4) A. Effect of stripe unit size on number of page reads and

In this equation, Tseek, Trowte » and Tuanster are seek WS

time, rotation time, and transfer time, respectively. Wiere  Fig. 5 shows the impact of varying stripe unit size on the
to positioning time as the sum of seek time and rotation timeumber of extra page reads of data and parity disks due
Positioning time is generally independent from the reqeiest to parity generation in a RAID4 4+1 array. It can be seen
and it depends on the characteristics of HDDs. Transfer,tinthat the number of extra page reads on data and parity disks
however, depends both on HDD characteristics and the requsgni cantly boosts up by increasing the stripe unit sizenfr
size. Since positioning time will be a major contributor 0#iKB to 512KB. However, the nhumber of extra page reads on
response time for small requests, it is expected that imgosidata disks is declined when the stripe unit size is increased
extra page page reads and page writes will not result infrom 512KB to 1024KB. After this point, the number of extra
signi cant performance overhead in small requests. On thmage reads on all disks remains almost the same and it is



STATISTICS OF TRACES EXTRACTED FROMOZONE, POSTMARK, AND VDBENCH PROGRAMS AND MSR CAMBRIDGE TRACES USED IN OUR

TABLE VI

EXPERIMENTS

Parameter lozone | Postmark| VdBench | Postmark2| CAMRESIRAO1-lvml | CAMWEBDEV-lvm2
Read Requests (%) 0 83.2 0.1 64 1 0
Write Requests (%) 100 16.8 99.9 36 99 100
Average 360 222 412 242 6231 4155
Request Size (KB)
Average Read — 99 4 146 6717 -
Request Size (KB)
Average Write 360 833 413 405 6230 4155
Request Size (KB)
Average Time Between 0.25 39.75 0.16 46.73 4.2 2.91
Consecutive Write Requests (ms)
Average Time Between — 7.52 13.60 25.72 1.13 -
Consecutive read Requests (ms)
Max Write Request Size (KB) 512 4096 512 512 32768 32768
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TABLE V
EXPERIMENTAL SETUP USED INDISKSIM

the maximum write request for traces used in Fig. 5 is 512KB.
When the stripe unit size exceeds the maximum write request

Parameter Value Parameter Value : PR : -
Fage Size (KB) 7 Number of Pages| 64 size, no distribution t.akes place and each erte re.quest is
per Block directed to only one disk. Consequently, for parity gernienat
Number of Blocks [ 2048 | Number of Planes| 8 one read operation from the target data disk and one read
per Plane per Die ; ; ; ; ;
NoTberof Dies 5 SSD Size (GB) 32 operatlor_1 from the parlty disk is requested. This means t_hat
Per Flash Chip every write request implies a page read from the parity disk
Number of Parallel| 1 Page Read 0.025 and a page read from only one data disk. This will increase the
/O Channels Latency (ms) number of parity page reads while it will decrease the number
Page Write 0.2 Block Erase 15
Latency (ms) Latency (ms) of data page reads. Here, one should expect that the total pag
Cache Con guration No cache used reads from all data disks gets almost equal to the parity disk

page reads. This has been con rmed by the results provided
in Fig. 5.

saturated. This point, where saturation happens, is depeénd We have also measured the number of page writes on data
on the maximum write request size of a trace. From Table ¥@hd parity disks in a RAID4 4+1 con guration to evaluate the
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effect of varying stripe granularity on write performanaeda disk. As it can be seen in Fig. 6, the number of page writes on
lifetime of SSDs as shown in Fig. 6. In this gure, we reporthe parity disk gets saturated when the stripe unit sizeesise
the number of page writes rather than the number of extitke maximum write request size. This is due to the pattern
page writes. It can be seen that the stripe unit size increme data distribution does not change once the stripe ung siz
does not much affect the number of writes on data disks. THiscomes larger than the maximum size of write requests.
is because the amount of data that is supposed to be writteln Fig. 7, we compare the extra page reads for data and
on data disks is not affected by the variation of the stripé urparity disks in RAID4 and RAID5 arrays. The total number
size. On the other hand, the number of page writes on tge extra page reads in RAID5 increases similar to RAID4
parity disk increases by enlarging the stripe unit sizesT8i with stripe unit size increment. Unlike RAID4, as it was
in agreement with the analytical study presented in Set¢¥on expected, the extra page reads are evenly distributed in the
The incremental page writes on the parity disk deterioratBAIDS5 array. In a RAID4 array, page reads and page writes
the lifetime of the parity disk since the greater number afn the parity disk are directed to only one disk, whereasethes
page writes implies the greater number of erase operationsextra transactions are distributed on all disks in RAID5afTh
ash blocks. Additionally, the extra page writes can affdfot is why one expects longer response time for a RAID4 array
overall performance as they increase the number of accesagscompared to a RAID5 array. This will be demonstrated
to the parity disk, which is the performance bottleneck in ia the next subsection. Note the total number of page reads
RAID4 con guration. For instance, when the stripe unit sizés almost similar in both RAID4 and RAID5 arrays. The
is equal to 128KB, the number of writes on the parity disk islight difference is due to starting disk numbers in these tw
about twice greater than the number of page writes on a datm gurations can be different for 1/0 requests.
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Fig. 8 compares the number of page writes for data ald Effect of stripe unit size on overall performance

parity disks in RAID4 and RAIDS arrays. In this gure, we As shown in the previous subsection, incrementing the

report the number of page writes rather than the number

of extra page writes. Similar to the discussion provided for, P€ unit size leads to signi cant increase in the number

Fig. 7, page writes in RAIDS5 is evenly distributed across aﬂf page reads and page writes from/to the parity dls.k and
disks. Therefore, one should expect similar disk aging for also increases the number of page reads from data disks. In

SSDs in a RAIDS5 array. From the results reported in Fig. ﬁ’ns subsection, we investigate the effect of this obsermat

X . . on. two major metrics of disk performance, namely, response
two observations can be concluded. First since the number ('r)} | P y P

o o . o time and throughput. The average response time of RAID4
extra page writes is negligible in small stripe unit sizeg(e.

4KB), we observe almost similar disk aging for both RAIDfnd RAID5 arrays with different stripe unit sizes have been

and RAID5 con gurations. Second, as the number of extrr%eported n Fig. 9 and '.t IS <.:(_)mpared with the_perfo_rmance of
the following con gurations: i) a RAIDO array including fou

page writes becomes considerable in large stripe unit Siz§§Ds and ii) a single SSD. The response time results have

(e.g., 1024KB), the disk aging in RAID5 array gets mor . .
pronounced than data disks in RAID4 array. As shown %een reported for four 1/O intensive benchmarks. As shown

Fig. 8, the number of page writes imposed to data disks in Fig. 9, using RAID con guration with a small granularity

RAID4 is, on average, 20% less compared to RAID5 array R?St”pe unite size _results In a sign cant |mprovement_hmat
. o average response time compared to a single SSD. For instance
large stripe unit sizes. - : o -
choosing a page-level stripe unit size in RAIDO will improve

the response time up to six times compared to a single SSD.

Note that the number of writes in RAID4 and RAID5 array©n the other hand, enlarging the stripe unit size to some
is almost similar. However, as pointed out in Sec. Ill, themaextent in RAID4 and RAID5 can worsen the response time
shortcoming of RAID5 array is that SSDs in a RAID5 arrayas opposed to a single SSD, as shown in Fig. 9. Additionally,
suffer from simultaneous disk failures as all disks get kimi it can be observed that RAID4 and RAIDS5 response times are
writes. That is all disks wear out approximately with the sanvery close to each other in small stripe unit sizes, however,

rate. The results shown in Fig. 8 validate this observation. RAID5 shows better response time due to distribution oftpari
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page reads and page writes. It should be noted that the laripaone and Postmark traces, respectively. The reason ior th
stripe unit size decreases data distribution and consdguenegradation is that when stripe unit size reaches the mawimu
it worsens response time. However, as Fig. 9 depicts, maegjuest size in the trace, no data distribution takes plade a
extra page reads and page writes has even more severe effgtrt page operations get saturated at its maximum number.
on performance degradation. The results show that both response time and throughput
The overall throughput of RAID4, RAID5, and RAIDO decline as the stripe unit size is increased. The experahent
arrays with different stripe unit sizes as well as a singlesults reported in Fig. 9 and Fig. 10 are in agreement with
SSD has been reported in Fig. 10. The overall throughphie analysis provided in Section IV.
has been computed based on total time, idle time, numbefThe way that the number of page reads and writes affects
of requests, and average request size according to Equatioperformance is also dependent on the number of paralles unit
Such parameters are reported in DiskSim output simulatiased in each disk. For instance, when an SSD uses only one
results. ash chip in serving a read or write request, it can only manag
p one request at a time. However, in an SSD with more number
Size(Ri) 5y Of ash chips, more requests can be simultaneously served
Total Simulation Time ~ Total Idle Time due to parallelism between ash chips. We have evaluated the
As it can be seen in Fig. 10, using 4KB stripe unit sizeffect of number of ash chips on performance with different
in RAID4 and RAID5 improves throughput up to four timesstripe unit sizes. Fig. 11 demonstrates that the less aghsch
as compared to a single SSD. Fig. 10 also demonstrates tihadn SSD, the more aggressive response time deterioration.
the throughput of RAIDO, RAID4 and RAID5 arrays degradeBlote the Y-axis in this gure is in logarithmic scale. The
as the stripe unit size enlarges. When stripe unit size elsceeesponse time reported in this gure is comprised of service
256KB and 2048KB, the throughput gets even worse thantime and queue time. When more parallelism is established in
single SSD in RAID4 and RAID5 con gurations, for bothan SSD, more extra reads and writes are served simultaryeousl|

Throughput =
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TABLE VI
IMPACT OF STRIPEUNIT SIZE ON RESPONSETIME IN RAID4 4+1 ARRAY USING SEAGATE-CHEETAH15k5 HDD

Contribution of Positioning
Stripe Response Time (ms) Positioning Time (ms)| Transfer Time (ms) | Time in Response Time (%
Unit Average Request Size (KB)

Size (KB) 8 400 1600 8 400 1600 8 400 1600 8 400 1600
4 3.00 350 477|291 228 1.77 | 0.03 1.04 3.25| 96.99 65.23 37.20
8 3.12 347 461| 3.00 232 1.79 | 0.03 1.00 3.17| 96.36 67.03 38.94
16 3.16 347 455|299 234 1.80 | 0.03 1.02 3.15| 9460 67.51 39.55
32 3.22 343 453| 3.01 231 1.80 | 0.03 1.08 3.17| 93.44 67.44 39.81
64 3.16 336 453|298 221 1.79 | 0.03 125 3.22| 9436 65.81 39.64
128 3.15 335 456|298 213 1.78 | 0.03 141 3.40| 9453 63.71 39.05

TABLE VIl
IMPACT OF STRIPEUNIT SIZE ON RESPONSETIME IN RAID4 4+1 ARRAY USING SEAGATE-CHEETAHILP HDD

Contribution of Positioning
Stripe Response Time (ms)| Positioning Time (ms)| Transfer Time (ms) | Time in Response Time (%
Unit Average Request Size (KB)

Size (KB) 8 400 1600 8 400 1600 8 400 1600 8 400 1600
4 5.07 18.21 59.71] 416 4.01 410 | 0.22 13.63 55.82] 82.05 22.04 6.87
8 5.13 17.60 56.50] 4.06 3.89 3.99 | 0.27 1296 5257 79.20 22.11 7.06
16 520 17.94 5558 4.02 3.76 3.84 | 0.37 13.09 51.48 77.31 20.98 6.91
32 5.13 19.40 56.27| 4.03 3.87 391 | 0.28 13.76 51.43 78.61 19.92 6.95
64 5.10 22.75 58.45 4.02 3.68 3.67 | 0.28 15.72 5250 78.72 16.18 6.28
128 5.13 28.90 64.97| 402 384 400 | 0.29 19.08 55.86/ 78.44 13.28 6.15

TABLE IX
IMPACT OF STRIPEUNIT SIZE ON RESPONSETIME IN RAID4 4+1 ARRAY USING QUANTUM-ATLASIII HDD

Contribution of Positioning
Stripe Response Time (ms)| Positioning Time (ms)| Transfer Time (ms) | Time in Response Time (%
Unit Average Request Size (KB)

Size (KB) 8 400 1600 8 400 1600 8 400 1600 8 400 1600
4 7.08 26.02 94.09 6.37 574 572 | 0.23 19.87 88.36] 90.00 22.08 6.07
8 7.24 2509 88.70 6.38 5.79 585 | 0.29 18.73 8270, 88.19 23.09 6.60
16 725 2502 86.71 6.36 5.63 575 | 0.31 1849 80.43 87.73 2251 6.63
32 7.31 26.88 87.44| 6.33 5.40 551 | 0.36 19.90 80.64| 86.58 20.10 6.30
64 7.22 3143 89.76 6.34 553 572 | 0.30 2444 8276 87.83 17.59 6.37
128 7.26 39.12 97.82 6.37 5.46 5.64 | 0.30 31.66 90.35 87.76 13.95 5.76

On the other hand, having less parallelism increases serviban 75% when the average request size is equal to 8KB. In
time and queue time and it, in turn, harshly degrades th@s case, due to major contribution of positioning timehe t
performance. overall response time, the extra number of page reads and
writes does not lead to signi cant performance overhead in
C. Extra Page Reads and Writes in HDD-Based RAID ArraydDDs. This observation, however, is not valid in SSDs as it
was demonstrated in the previous subsection. On the other

Table VII, Table VI, and Table IX provide three samples t§1and: the results demonstrate that positioning time duurtees
elaborate the impact of stripe unit size on response timegusi© €SS than 10% in Table Vi and Table IX when the average
different HDDs (Seagate-Cheetah15k5, Seagate-Ched?ahéEqu_es_t size is equal to 1600KB. In this case, since user data
and Quantum-Atld$l [40]) whose characteristics are re-S dlstr!buted over several stripes, the number of extral rea
ported in Table X. In these sample experiments, we have usaébd write pages becomes negligible as compared to the total
three synthetic traces with average request size equal By glumbper of read and write pages.
400KB, and 1600KB. The main observation from these three
tables is that the response time does not exhibit signi cant . o o
variation with different stripe unit sizes. As an exampld?- Effect of stripe unit size on life time of SSD array
considering the synthetic trace with average request sjuale  Here, we investigate the effect of different stripe unitkesiz
to 8KB, the response time varies from 3.00ms to 3.15ms when the endurance of a RAID4 array. To do so, the number of
increasing the stripe unit size from 4KB to 128KB in Tablerase operations performed on data and parity disks have bee
VII. As an another example, considering the synthetic traceported in Fig. 12 for few 1/O benchmarks. It can be observed
with average request size equal to 1600KB, the response tithat although the stripe unit size increment does not havahmu
varies from 59.71ms to 64.97ms when increasing the stripffect on the endurance of data disks, it considerably tsffec
unit size from 4KB to 128KB in Table VIII. In the resultsthe number of erases in the parity disk. For instance, when
provided in these tables, positioning time contributes tren the stripe unit size reaches 128KB and 1024KB in lozone and
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TABLE X . Co . -
CHARACTERISTICS OFHDDS USED IN EXPERIMENTS Among these works, studies which investigate striping meth

ods and granularity effects on arrays performance and-relia

Cheetah15k5] Cheetah9LP| Atlas ITI . .

Sector Transferl—0.0150 01050 01060 bility, are more related to our study. In the following subse
Time (ms) tions, we review both HDD- and SSD-based RAID studies,
Max S(ed; 6.9139 10.627 15.3600 which evaluate the effect of stripe unit size on performance
Time (ms NTT ;

Nin Seak OEET5 08310 16630 endurancg, and reliability of RAID arrays. Since the scope o
Time (ms) this work is on SSD-based RAID arrays, we elaborate such
Rotation 15020 10045 7200 studies more in detail.
Speed (rpm)
Size (# blocks) 287M 18M 18M

A. HDD-based RAID studies
CAMWEBDEV-lvm2 benchmarks, respectively, the number of o6 are a few studies which investigate the impact of

erases on the parity disk is about twice greater than the B”mQtripe unit size on performance of HDD-based RAID arrays. In
of erases in the data disks. Thi_s means that the parity disk ag4g), Deng et. al. investigate the performance effect apstr
about twice faster than data disks. unit size on non-redundant HDD-based RAID integrated in
The issue of parity disk fast aging can be resolved Qygyyork Attached SystefNAS). This study demonstrates that
replacing the parity disk when it becomes too old. In advangg, strine unit size has a negligible impact on performance
replacement of parity disk, however, will impose cost in agt pa|DQ arrays. This is explained by the fact that the sub-
inter-RAID4 array. In. an .|nt.ra-RAID4, it is not possible t0.ommands of different requests coming from le system are
replace only one chip within an SSD and the whole SSD,\hined into one I/0 command, which results in only one
should be discarded. disk positioning in each drive. This effect decreases trerail/
positioning time and mitigates the impact of stripe unitesiz
E. Performance experiments with a physical SSD-based RA}Biation.
array In [24], Chen et. al. study how data should be distributed
To further validate simulation results, we have conductegh a redundant HDD-based RAID to optimize the disk array
limited experiments on a physical system setup deployipgrformance. This study investigates optimal stripe uizié s
RAID5 2+1 SSD array, using Linux software RAID. Thefor read and write intensive workloads in a RAID5 con g-
evaluation is conducted on a hardware platform with amration. It is demonstrated that read requests in a RAID5
1.8GHz AMD processor, employing an Nvidia ck804 SATAarray behave similar to reads and writes in non-redundant
controller c. The SSD module is the 40GB Intel SATA-  disks when varying stripe unit size. However, write inteasi
SSD (SSDSA2M040G2GC)x . An 80GB HDD is used to workloads achieve optimal performance at smaller stripié un
house operating system (Ubuntu 12.04) and other applitatiosize due to more full stripe writes with small granularity.
Fig. 13 demonstrates the results obtained by running lozongn [23], Jin et. al. introduce a performance model to analyze
trace on three SSDs con gured as RAIDS 2+1. Fig. 13.b showse effect of stripe unit size in a RAID array. This model
that the number of extra page reads on different disks bopstscan be applied to achieve optimal stripe unit size in a disk
by stripe unit size enlargement. Fig. 13.c demonstratesisli array. In [49], Hwang et. al. presented a distributed disk
increase in the number of page writes with increasing thigestr array architecture, named RAIDx, which is aimed at achigvin
unit size. These two effects result in performance degi@uat higher 1/0 performance. By integrating orthogonal stripand
as shown in Fig. 13.a, which admits our simulation results.mirroring architecture, it is shown that RAIDx outperforms
RAID5 and RAID10 arrays. In this study, the effect of stripe
VI. RELATED WORK unit size on aggregate bandwidth of RAIDx has been also
Numerous studies have been performed on disk arreyestigated and it is compared with RAID5 and RAID10
storage systems characteristics and enhancement teebnigarrays.
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B. SSD-based RAID studies might possess much more hot data blocks than others. Con-
) sequently, such elements may call garbage collection psoce
Studies on SSD-based arrays have been performed congighie frequently, resulting in performance degradatiowrtter
ering different array architectures from simple I(_eygl ofIR& o mitigate this issue, dynamic stripping has been sugdeste
to more complicated array such as RAID6 utilizing erasuighich distributes pages of write requests on idle banks that
code techniques. A part of these studies investigate 8Yfipi;yolve free pages. In this scheme, a hot data goes over a
and granularity effects on different level of RAIDs or ergsu 50k with the lowest number of erase count.
coded arrays. Furthermore, there are several studieshwhic, [53], Chang et. al. presented a striping algorithm among
introduce techniques at the aim of performance and religbil ), (ks in a ash memory. The proposed scheme uses load

enhancement. There are few methods, which investigate fi8,ncing and redundancy to improve both performance and
impact of stripe unit size on performance of an SSD-bas¢giapiity. In the proposed scheme, stripes of an intraHRA
RAID array. are classied into data and code stripes. A code stripe
In [50], Petrov et. al. studied properties of an SSD-basefaintains theexclusive ORof distributed information on
RAID array and considered issues, which affect performangg: corresponding data stripe such that the exclusive OR of
of such array. It is demonstrated that while a single SSfo banks in a data stripe will be stored on a different
shows signi cant performance enhancement over HDD, &ank in a code stripe. Consequently, when a bank is busy,
SSD-based RAID array suffers from performance degradatigie corresponding data can be retrieved from other banks,
due to a) current non-SSD compatible RAID controllers, Byhich results in improved performance. In [54], Y. Deng
read/write asymmetry of SSDs, and c) fragmentation causgd al. examine ash-based storage system architecturés an
by erase operations. This study concludes that the perfwenastydy optimization methods to improve SSDs performance and
degradation is mostly due to RAID controllers that are n@ergy consumption. SSDs parallelism such as Intra-RAID an
designed for the characteristics of SSDs. The authors haygsr-RAID and its different architectures are also inigsted
also examined the effect of stripe unit size on the throughpy this study.
of RAIDO or a non-parity-based array. Although the impact of ajakrishnan et. al. proposed a parity-based RAID, called
stripe unit size on throughput was studied, the correspandigifierential RAID [10]. The proposed method is based on
effect on other important metrics such as response _time aderent aging rate of SSDs in an array. In this method,
endurance has not been analyzed. Additionally, paritethashe reliability of SSD array is increased by decreasing the
RAID and the effect of parity computation on performancgropapility of data loss in the event of one disk failure. i
has not been studied in the proposed study. method suggests an uneven parity distribution, which makes
In [51], Jeremic et. al. demonstrated the pitfall of SSDeths SSDs receive different percentage of parities and havereift
RAID arrays. They pointed out to the impact of stripe uniesizaging rate. For instance, when there are ve disks in an array
in parity-based RAID arrays, however, no experimentalltesuthe parity assignment such as (60, 10,10, 10 , 10) explaitis th
have been provided. The proposed study also investigageé rst disk stores 60 percent of parities while in the other
the impact of page-size alignment, synchronous aging, afligks, each holds 10 percent of parities. Therefore, the rs
workload history on performance of SSD-based RAID arraygisk ages faster than the other disks. The aging rate of disks
In [52], Chang et. al. proposed an adaptive stripping methatso depends on write request distribution. Requests which
which enhances garbage collection process. They intradudmpose full stripe writes, make disks age closely and degrea
dynamic stripping versus static stripping for choosing athe reliability. In contrast, the reliability is the higheshen
element inside an SSD. In a static stripping scheme, a pajkthe requests are random writes. When the stripe unit size
write request is assigned to an element based on its logitalsmall, many requests in a workload are distributed in a
block address and the number of elements reside in an SS. stripe manner which increases the data loss probgbilit
It is explained that although the static scheme distribdega From previous subsections, we observed that smaller stripe
evenly, due to uneven access to data blocks, some elememi$ size imposes less parity page writes. Hence, smafiestri
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