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Abstract-While the transistor density continues to grow 
exponentially in Field-Programmable Gate Arrays (FPGAs), the 
increased leakage current of CMOS transistors act as a power 
wall for the aggressive integration of transistors in a single die. 
One recently trend to alleviate the power wall in FPGAs is 
to turn off inactive regions of the silicon die, referred to as 
dark silicon. This paper presents a reconfigurable architecture to 
enable effective fine-grained power gating of unused Logic Blocks 
(LBs) in FPGAs. In the proposed architecture, the traditional soft 
logic is replaced with Mega Cells (MCs), each consists of a set of 
complementary Generic Reconfigurable Hard Logic (GRHL) and 
a conventional Look-Up Table (LUT). Both GRHL cells and LUTs 
can be power gated and turned off by controlling configuration 
bits. In the proposed MC, only one cell is active and the others 
are turned off. Experimental results on MCNC benchmark suite 
reveal that the proposed architecture reduces the critical path 
delay, power, and Power Delay Product (PDP) of LBs up to 5.3%, 
30.4%, and 28.8% as compared to the equivalent LUT-based 
architecture. 

I. INTRODUCTION 

In the past decade, power consumption has turned to be 
one of the primary design constraints of Field-Programmable 
Gate Arrays (FPGAs), as Dennard scaling ceases to hold in 
the recent technology nodes [1]. Due to almost constant power 
budget of Integrated Circuits (ICs) in different application 
domains [2], the leakage current of Complementary Metal­
Oxide Semiconductor (CMOS) transistors will act as a power 
wall for further integration of transistors in a single die. 
Hence, the exponential growth of transistor density will be 
slowed down unless a significant portion of the silicon die is 
powered off. This phenomena which is also referred to as dark 
silicon [2] can significantly limit the proportionate increase 
in the performance and the functionality of the ICs [2]. In 
particular, the state-of-the-art FPGAs have the industry record 
of the number of transistors in a single chip [3] and as such, 
their high power demand will be a severe challenge in the dark 
silicon era. 

A logic function in conventional FPGAs is typically imple­
mented by configuring an N-input LUT (LUT-N). A LUT-N 
which consists of 2N configuration bits, can implement any 
arbitrary N input logic function. Such flexibility in logic map­
ping comes with up to two orders of magnitude in power and 
area overheads as compared to Application-Specific Integrated 
Circuit (ASIC) implementation [4]. In addition, no fine- or 
coarse-grained power gating is currently implemented in the 
state-of-the art FPGAs. Therefore, all resources, regardless of 
being utilized or not, consume static power, which makes the 
static power the dominant power factor in FPGAs [5]. 

Previous studies on alternative structures for soft logic in 
FPGAs were primarily focused on improving the performance 

and the area efficiency of soft logic in FPGAs. These solu­
tions can be classified into four major categories: Application 
Specific Hard Logic (ASHL) [6], [7], shadow clusters [8], [9], 
Extended-LUTs (E-LUTs) [10], [11], and Generic Reconfig­
urable Hard Logic (GRHL) [12]-[14]. These structures are 
targeted to mainly improve performance and area overheads of 
the FPGAs and hence, can even impose power overheads. In 
addition, the static power of unused resources is not considered 
in these solutions. Another class of techniques tries to reduce 
the static power consumption of FPGAs by power gating the 
unused resources [5], [15], [16]. Nonetheless, the power and 
performance efficiency of used resources is not addressed in 
such techniques. 

This paper presents a reconfigurable architecture to explic­
itly address the power efficiency of FPGAs to enable fine­
grained power gating of both unused (complete) and used 
(partial) Logic Blocks (LBs) in FPGAs. In this architecture, 
a Mega Cell (MC) is proposed as a replacement for the 
conventional LUTs. The proposed MC consists of two GRHLs, 
one LUT, and a configurable control unit. In the proposed 
architecture, the logic functions are mapped to either one of 
the GRHLs or the LUT cell. The GRHL cells are designed 
such that more than 94% of logic functions are mapped to 
them and only less than 6% of the functions are mapped to the 
LUT cells of the MCs. The controller is designed such that at 
most one cell is active and the other cells are power gated. The 
MCs that are not utilized in a design, are completely powered 
off through their controllers. The proposed architecture not 
only improves the power efficiency of unused MC, but also 
improves both power and performance efficiency of used MCs 
as compared to the conventional LUT-based architecture. The 
experimental results based on detailed SPICE-level analysis 
show that the proposed architecture improves the performance, 
power, and Power Delay Product (PDP) of LBs up to 35.8%, 
65.6%, and 78.4%, respectively, as compared to the LUT-6 
based architecture. 

The rest of this paper is organized as follow. In Sec. II, the 
proposed MC and the methodology of designing GRHLs are 
discussed. Sec. III presents the implementation of the proposed 
MC for a set of benchmark applications and its experimental 
results. Sec. IV discusses the limitations of the current work. 
Finally, Sec. V concludes the paper and presents the future 
work. 

II. PROPOSED ARCHITECTURE 

The main purpose of the proposed architecture is to reduce 
the overall power consumption of LBs in the FPGAs by replac­
ing each LUT with an Me. The proposed MC consists of a set 
of GRHLs, a LUT cell, and Power-Controlling Configuration 
Bits (PCCBs). Each PCCB controls the power supply of either 
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Fig. 1. Overall structure of an Me 

a GRHL or the LUT cell in the Me. PCCBs are configured 
at the reconfiguration time to activate or deactivate (power 
gate) the corresponding GRHL or LUT cell in the Me. In 
the proposed architecture, the unused GRHL and LUT cells 
are power gated to reduce the static power consumption. In 
addition, by appropriately configuring the controlling bits, one 
can ensure that at most one GRHL or LUT cell will be active 
at a time in the Me. As a result, the proposed architecture not 
only reduces the power consumption of unused MCs but also 
reduces the power consumption of used MCs as compared to 
the traditional LUT-based architecture. 

In the subsequent subsections, we will discuss the design 
methodology of the MCs and the design constrains. 

A. Me Design Methodology 

In the proposed architecture, each LUT cell is replaced with 
an Me. The MC includes a set of GRHLs and one LUT cell. 
Both GRHLs and the LUT cell share the same inputs. Each 
GRHL should implement a portion of a LUT functionality 
with less power overheads as compared to a LUT cell. Fig. 1 
illustrates the overall structure of an Me. GRHLs have less 
flexibility as compared to the soft logic but they can instead 
implement the functions more power efficiently than LUTs. 
There is a trade-off between power efficiency of GRHLs and 
their flexibility (logic mapping capability). 

By reducing the flexibility of GRHLs, a specific subset of 
functions is implemented more power-efficiently. This, how­
ever, reduces the utilization probability of GRHLs. Moreover, 
one can use various GRHLs in the MC to increase the 
utilization probability of the GRHLs. Increasing the number of 
GRHLs comes with the cost of more sophisticated controller. 
This can adversely affect the overall power consumption 
improvements in the Me. Note that by exploiting LUT along 
with GRHLs in the MC, if a function cannot be mapped to 
any of GRHLs, it will be mapped to the LUT. Therefore, the 
flexibility is not compromised. 

Equation 1 and Equation 2 demonstrate the design con­
strains of an Me. In these equations, Celli could be either 

one of the GRHLs or the LUT cell in the Me. Assuming N 
is the number of cells in the MC, POWerCell, is the power 
consumption of Celli in its active mode and PCell, is the 
utilization probability of Celli' 

i=N 
L PoWerCelli x PCelli + PowerController « PowerLUT 
i=1 

i=N 
L PCelli = 1 
i=1 

(1) 

(2) 

The utilization probability of each GRHL highly depends 
on the coverage ratio of the target GRHLs. The coverage 
ratio is defined as the ratio of the functions which can be 
implemented by a GRHL to the total number of functions 
exist in the target circuits. Since GRHLs cannot cover all 
possible functions, to provide the required flexibility, one 
would need to include a LUT in the Me. However, the mapper 
should try to map the function to GRHLs first and if not 
possible, use the LUT. This way the power consumption can be 
reduced while the flexibility is not affected. Implementing this 
scheme in the mapper will reduce PLUT and consequently will 
increase PCRHLs' To achieve high PCRHLs, GRHLs should 
be designed in a way which leads to the maximum coverage 
ratio. The maximum coverage ratio should be achieved while 
keeping power consumption overheads minimal. 

B. Design of GRHLs 

The first step in designing GRHLs is classifying functions 
which could be implemented by a single GRHL cell. In this 
work, same as [12], [14], we classify logic functions based on 
Negation-Permutation-Negation (NPN) classes. By definition, 
two functions A and B belong to the same NPN class if 
A could be derived by Negating inputs, Permuting inputs, 
and/or Negating the output of B and vice versa. For instance, 
ABC + D and (A + D + C)B belong to the same NPN class 
and are NPN equivalent. The main advantage of using NPN 
classes for designing GRHLs in reconfigurable architectures is 
that permuting inputs could be provided by the reconfigurable 
routing resources of reconfigurable architectures. Moreover, 
the negation of inputs and outputs could be implemented by 
the means of configurable inverters. 

In the state-of-the art FPGAs, LUT-6 cells are widely 
used because LUT-6 provides the best performance among 
LUT-K cells [17]. Nonetheless, LUT-4 cells are the best 
choice if the area efficiency is targeted [17]. There exists 
34,225 NPN classes for 6-input functions and at least 311 
NPN classes should be supported by GRHLs to reach 90% 
coverage ratio [18]. Note that adding more GRHLs to reach 
higher coverage ratio results in more area overheard, and 
more complicated controller, which in turn affects the power 
efficiency. As a result, finding a subset of 6-input GRHLs 
which can cover a considerable portion of 6-input functions 
will not be advantageous. 

Unlike 6-input functions, 65,536 ( = 216) 4-input functions 
could be classified under only 222 NPN classes [18]. In 
addition, as it will be shown next, more than 90% of 4-input 
functions could be implemented by only two 4-input GRHLs. 
GRHLs have typically less propagation delay as compared 



to LUT-4 cells. Consequently, the overall perfonnance of the 
MC-based architecture could be comparable with LUT-6 based 
architectures which conventionally offer best performance ef­
ficiency. Hence, we will focus on 4-input GRHLs and NPN 
classes. 

C. Proposed Controller 

Fig. 2 illustrates the overall structure of an LB consists 
of a cluster of MCs. Each PCCB corresponds to one cell in 
the Me. The value of the PCCB indicates whether the GRHL 
or LUT cell should be disabled or not. In the proposed MC, 
the logical values of 0 and 1 are opted to represent OFF 
(disable) and ON (enable) states of PCCBs, respectively. The 
configuration of PCCBs is determined at the configuration time 
of FPGA. The write circuit used to program other configuration 
memories of the FPGA can be used to program PCCBs. As 
shown in Fig. 2, if any of the PCCBs is configured to value 1, 
the input and output crossbars will be enabled. Otherwise, the 
input and output crossbars will be power-gated. Furthermore, 
PCCBs control the power supply of the corresponding GRHL 
or LUT cells. Hence, by appropriately configuring PCCBs, one 
can enable only the used GRHL and LUT cell in the MC and 
disable the others. If none of the cells in the MC are utilized in 
a design, the value of all PCCBs of the MC can be configured 
to 0 to disable the entire Me. 

III. EXPERIMENTAL SETUP AND RESULTS 

In this section, first the design process of GRHL cells 
for the proposed MC is discussed for a set of benchmark 
circuits. To this end, 20 largest MCNC benchmark circuits are 

Input Crossbar Mega Cell #N Output Crossbar 

Fig. 2. The overall structure of the MCs 

TABLE l. COVERAGE RATIO OF 4-INPUT NPN CLASSES IN 20 
LARGEST MCNC BENCHMARK CIRCUITS 

NPN class Ratio GRHLl GRHL2 

ABCD 39.9% ..( 
A(B+CD) 18.2% ..( 
AB(C+D) 16.6% ..( 
AB+CD 9.4% ..( 

A(B+C+D) 9.8% ..( 
Others 6.0% 

Total 100% 66.0% 28.0% 

selected. Furthermore, the process of mapping to the MCs is 
described. Next, the experimental setup and the architectural 
parameters used in our experiments are presented. Then, the 
implementation and the evaluation flow is detailed. We also 
provide a detailed comparison between the proposed MC­
based architecture and baseline architectures including LUT­
(4 and 6)-based architectures and Fine-Grained Power Gated 
(FGPG) architecture [15]. 

A. Proposed GRHLs 

In order to design GRHLs, the occurrence frequency of 
NPN classes is studied in the benchmark applications. Im­
plementing the most frequent NPN classes by the GRHLs 
will lead to a high PCRHLs. According to Equation 1, this 
will make the MC more power-efficient. Table I presents 
the coverage ratio of 4-input NPN classes in the benchmark 
applications. In order to extract these results, 20 largest MCNC 
benchmark circuits mapped to LUT-4 cells by ABC [19]. Then, 
the occurrence frequencies of NPN classes are extracted by 
the means of Boolean Matcher [20]. As shown in Table I, 
more than 94% of 4-input functions belong to one of the five 
most frequent NPN classes presented in Table I. Having the 
design constraints mentioned in Sec. II-B, two GRHLs named 
GRHLl and GRHL2 are proposed. Fig. 3(a) and Fig. 3(b) 
show the proposed GRHLl and GRHL2 cells, respectively. 
The proposed GRHLs are designed to implement the five most 
frequent NPN classes demonstrated in Table I. Configurable 
inverters inside the proposed GRHLs provide the ability to 
implement multiple NPN classes. Therefore, the coverage ratio 
of GRHLs (and consequently PCRHLs) will be more than 
94%. The proposed GRHLs are designed heuristically to cover 
the five most frequently NPN classes. 

Although GRHL2 covers only 28.0% of functions, it covers 
NPN classes which are not covered by GRHLl. Note that there 
is no intersection between the covered functions of GRHLI 
and GRHL2. The union of GRHLl and GRHL2 cells (i.e, 
GRHLl U GRHL2) can cover more than 94% of functions 
with minimal power overheads. Three and two configurable 
inverters are employed in GRHLI and GRHL2, respectively. 
The configurable inverter which is demonstrated in Fig. 3( c), 
propagates either the original input signal or its inverted form 
based on the value of its SRAM configuration memory. 

Note that inputs permutation is possible through con fig­
urable routing network in FPGAs. The negation of outputs is 
also provided by the means of configurable inverter placed at 
the output of both GRHLl and GRHL2. However, for negating 
inputs, unlike macro-gate [14], no configurable inverter is 
employed at the inputs of GRHLs. Instead, the negation of 
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Fig. 3. Proposed GRHLs and configurable inverter 

TABLE II. CHARACTERISTICS OF THE PROPOSED GRHLs VS. 

CONVENTIONAL LUTs 

Logic Delay Power(p,W) # 
Cell (ps) Static Dynamic SRAMs 

GRHLl 60.3 0.43 0.10 3 
GRHL2 73.6 0.32 0.04 2 
LUT-4 84.5 1.37 0.34 16 
LUT-6 243.0 5.66 0.84 64 

inputs is fast forwarded to the next stage. Note that in the 
technology mapping step, a negation can be implemented 
by either the current stage or the next stage. Hence, in the 
presence of multiple fanout where both true and inverted 
forms are required or when only the inverted form is required, 
the negation can be fast forwarded to the next stage. This 
imposes a marginal complexity to the technology mapping 
step. However, based on our experiments, it imposes less power 
overheads as compared to conservatively adding configurable 
inverters to each input line of GRHLs. Table II summarizes 
the characteristics of the proposed GRHLs as compared to the 
conventional LUTs, extracted by HSPICE simulations using 
45nm library. 

B. Mapping to MCs 

Fig. 4 illustrates the overall flow of function mapping to 
the proposed MC-based architecture. First, the blif file of each 
circuit is mapped to the soft logic architecture (LUT-4) by 
ABC [19]. This shrinks the circuit to 4-input functions which 
are mapped to LUT-4 cells. Next, the NPN classes of each 
function is extracted by the means of Boolean Matcher. Lastly, 
the circuits which are already mapped to the LUT-4 cells are 
re-mapped to the MCs. Having the NPN class of each function 
(node) in the blif files and also the NPN classes supported 
by each GRHL, the nodes are mapped to the GRHLs. Then, 
if a node could not be implemented by neither GRHL1 nor 
GRHL2, it will remain as a LUT-4 cell. Therefore, each node 
which is formerly mapped to a LUT-4 cell will be mapped 
to either GRHLs or the LUT-4 cell in the Me. Hence, there 
exists a one-to-one mapping between each LUT-4 cell in the 
original blif files and the MCs in the final blif files. To handle 
the situations where the GRHLs in the MC support common 
NPN classes, the priority of mapping is set to the GRHL cell 
with less power consumption. 

C. Architectural Parameters 

Table IV reports the architectural parameters of both the 
proposed and the baseline architectures used in the experi-

Fig. 4. OveraU Mapping Flow of Soft Logic to Mega CeUs 

ments. The abbreviations used in this table has been defined 
in Table III. Same as the most of the state of-the-art FPGAs, a 
depopulated cluster is used for both the proposed and the base­
line architectures. In order to achieve an efficient depopulated 
implementation, the architectural parameters reported in [21] 
are used for both the proposed and the baseline architectures. 

D. Experimental Setup and Evaluation 

Both the proposed and baseline architectures are composed 
at circuit-level netlist and simulated in HSPICE to extract the 
performance and power results. For the case of LUT-4 and 
LUT-6, we used pass-gate based multiplexer to further improve 
their performance and power consumption. All of the power 
gating PMOS transistors are sized as 20X to deliver appropriate 
voltage level. However, this causes an average of 14% LB 
delay overhead for both the FGPG and proposed architecture. 
Better performance results can be achieved at the cost of more 
power gating area overhead. In addition, the configuration 
of LBs, Switch Boxes (SBs), and Connection Blocks (CBs) 
are extracted from the VPR [22] simulation reports and then 
imported to the HSPICE simulations. In the experiments, we 
have explored the technology trends for both the proposed and 
baseline architectures. To this end, cell libraries of 65, 45, and 
32nm for an optimum value are obtained from [23] suite and 
imported to the HSPICE simulations. Finally, the delay, power, 
and Power Delay Product (PDP) results are extracted from 
HSPICE reports for 20 largest MCNC benchmark circuits. For 
brevity, here we only report the average of delay, power, and 
PDP results over these benchmark circuits. 

E. Critical Path Delay 
Fig. 5(a) illustrates the critical path delay of the proposed 

architecture as compared to the baseline architectures in terms 
of logic and routing delays. According to Table II, the proposed 

TABLE III. PARAMETERS DEFINITION 

N: Cluster size K: LUT size Fe: Routing channel to cluster input density 
I: Number of cluster inputs Ispu1'e: Number of additional cluster inputs 
Fein: [ to K ratio FeJb: LUT feedback to K ratio 

TABLE IV. ARCHITECTURAL PARAMETERS 

Parameter Proposed LUT-4 LUT-6 FGPG [l5] 
N 6 6 6 6 
K 4 4 6 4 
I 14 14 21 14 

Fe 0.5 0.5 0.5 0.5 
Ispare 2 2 2 2 

Fein 0.5 0.5 0.33 0.5 
Fefb 0.5 0.5 0.5 0.5 
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Fig. 5. Proposed Architecture VS. Baseline Architectures 

GRHLs in the MC have much less propagation delay compared 
to LUT-4/6. However, in contrast to the LUTs, they do not 
support input permutation. This imposes further overheads and 
pressure on the global routing in the proposed architecture 
as compared to the baselines. As a result, the proposed 
architecture reduces the logic delay on average by 9.0%, 
35.8%, and 20.0%, as compared to LUT-4, LUT-6, and FGPG 
architectures, respectively. Nonetheless, the total performance 
improvements are only 2.0% and 5.3% as compared to the 
LUT-4 and FGPG architectures, respectively. The critical path 
delay is even slightly increased in the proposed architecture as 
compared to the LUT-6 based architecture by 2.3% 

Unlike the proposed architecture, the FGPG architecture 
does not make any improvement over the critical path delay 
and even worsens the performance as compared to the LUT-
4 based architecture. This is due to the fact that the FGPG 
architecture proposed in [15] only applies power gating to the 
unused LUTs and does not make any improvement over the 
critical path. Moreover, as explained in Sec. III-D, due to the 
performance overhead caused by the voltage drop in the power 
gating transistors, the FGPG imposes further performance 
overheads. 

F. Power 

As shown in Fig. 5(b), the proposed architecture reduces 
the logic power consumption by 32.6%, 33.6%, and 34.6% 
in 65, 45, and 32nm technologies, respectively, as compared 
to the LUT-4 based FPGA. In addition, the logic power 
consumption is reduced in the proposed architecture by 64.5%, 
64.9%, and 65.6% in 65, 45, and 32nm technologies, respec­
tively, as compared to the LUT-6 based FPGA. Hence, the 
power saving of the proposed architecture is more pronounced 
with technology scaling. As shown in Fig. 5(b), the logic 
power consumption improvements of the proposed architecture 
as compared to FGPG in the various technology nodes is 
approximately 23.0%. This indicates that not only the power 
consumption of unused LUTs is a serious concern but also the 
power consumption of used LUTs is important. 

As it was expected due to the overheads of global routing, 
the overall power efficiency of the proposed architecture is 
not as high as the logic power improvement. Nevertheless, 
the proposed architecture reduces the total power consump­
tion up to lO.4% as compared to the LUT-4 based FPGA. 
In addition, the total power consumption is reduced in the 
proposed architecture by 29.2%, 29.7%, and 30.4% in 65, 45, 
and 32nm technologies, respectively, as compared to the LUT-
6 based FPGA. Furthermore, the proposed architecture shows 
on average 4.6% higher power efficiency as compared to the 
FGPG architecture. 

TABLE y. NORMALIZED AVERAGE TOTAL AREA OF 20 LARGEST 

MCNC BENCHMARK CIRCUITS 

Architecture 

Normalized Area 

G. Power-Delay Product 
Fig. 5(c) illustrates the PDP of the proposed architecture as 

compared to the baselines in terms of logic and routing PDP. 
Since the proposed architecture improves both the performance 
and the power consumption of logic cells, a significant logic 
PDP reduction is achieved by 39.5%, 39.6%, and 40.7% in 65, 
45, and 32nm technologies, respectively, as compared to the 
LUT-4 based FPGA. In addition, the proposed architecture re­
duces the logic PDP up to by 38.7% as compared to the FGPG. 
Lastly, as compared to the LUT-6 based architecture logic PDP 
is reduced in the proposed architecture by 77.9%, 77.4%, and 
78.4% in 65, 45 and 32nm technologies, respectively. 

Same as the logic PDP improvements, the proposed ar­
chitecture improves the total PDP. The proposed architecture 
reduces the total PDP up to 12.1 %, 28.8%, and 9.6% as 
compared to the LUT-4, LUT-6, FGPG based architectures, 
respectively. The overall PDP and energy consumption effi­
ciency of the proposed architecture can improve the run-time 
of the FPGAs in the battery powered devices. This can make 
FPGAs a more attractive platform for mobile devices. 

IV. LIMITATIONS 

As shown in Sec. III, the proposed MC achieves con­
siderable energy improvements over the LUT-based and the 
FGPG architectures. However, the proposed MC comes with 
several limitations. First, the proposed GRHLs used in the 
experiments are tuned for a set of benchmark applications. 
As a result, it can be expected that their coverage ratio and 
effectiveness will be different for other applications. This is 
due to the reduction in the flexibility of GRHLs which on the 
one hand, increases the power efficiency of the GRHLs, but 
on the other hand limits the coverage ratio of the GRHLs for 
various applications. However, FPGA vendors usually offer 
various series for different application domains. Therefore, 
GRHLs in the MC can be optimized for each application 
domain to achieve higher efficiency. 

Another limitation of the current work is its area overheads. 
Table V demonstrates the normalized average total area of 
the 20 largest MCNC benchmark circuits for the proposed 
architecture and the baselines. The total area is calculated 
as the sum of the total minimum width transistors of LBs 
and SBs, including all the configuration memory cells and 
power gating transistors. Note that due to limitations of VPR 
toolset, the impact of CLB area increase on the total wire 
length and routing area is not considered neither for the 



proposed architecture nor for the baseline FGPG and LUT­
based architectures. However, for the proposed architecture 
its impact would be limited due to low overheads of the 
GRHLs and the PCCB. All of the results are normalized to the 
LUT-4 based architecture area. The proposed MC, on average, 
imposes an area overhead of 17.4% as compared to the LUT-4 
based architecture, however, it reduces the total area by 11.6% 
as compared to the LUT-6 based architecture. Note that in the 
dark silicon era where the power efficiency is the main design 
paradigm, such area overheads are justified. 

Finally, the scalability of the proposed MC for the MC 
input sizes larger than four (K > 4) is challenging. As 
discussed earlier in Sec II, the main difficulty in scaling of 
the MC is finding a small subset of GRHLs to cover a high 
ratio of NPN classes for more than 4-input logic functions. 
However, the proposed 4-input MC achieves almost the same 
performance efficiency as the LUT-6 based FPGA which is 
highly used in the state-of-the-art FPGAs. In addition, the 
proposed MC improves the power consumption and the PDP 
as compared to the LUT-6 based architecture up to 30.4% and 
28.8%, respectively. Note that as mentioned in [17], scaling 
K to larger values than six does not lead to performance im­
provements and K =6 provides the best performance efficiency. 
Therefore, although the proposed MC suffers from scalability 
issues for larger values of K, it offers better power efficiency 
with almost same performance as the optimum LUT-based 
architecture. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a power-efficient Mega Cell to 
reduce the power consumption of FPGAs in the dark silicon 
era. The proposed MC consists of a set of GRHLs, an LUT, and 
power-controlling configuration bits, called PCCBs. The pro­
posed MC is designed in a way which at most one cell in the 
MC is active and the other cells are power gated. The proposed 
MC not only reduces the static power consumption of unused 
resources but also improves power and performance efficiency 
of the used resources. The results indicate that the proposed 
MC-based architecture can improve logic performance, power, 
and PDP up to 35.8%, 65.6%, and 78.4%, respectively, as 
compared to the equivalent LUT-based architecture. 

Our experiments show that if we exploit low-power SRAM 
technology instead of conventional SRAM technology in con­
figuration bits of both the baseline and proposed architecture, 
the PDP improvement will be reduced to 6%. Therefore, in our 
future work we plan to replace the LUT cell in the MC with 
the multiple cascaded GRHLs. So in case a function could not 
be mapped to any of the GRHLs, it will be implemented by 
cascading multiple GRHLs in different MCs. 
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