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Abstract—Spin-Transfer Torque Magnetic RAM (STT-MRAM)
has several advantages over conventional SRAM technology in
on-chip caches such as low leakage, soft error tolerance, and
high density and scalability. These advantages make it the most
promising non-volatile memory for SRAM replacement. However,
STT-MRAM cache memory faces two main reliability challenges
in emerging nano-scale technology nodes, i.e., retention failure
and read disturbance. Because of the lower data access rate in the
Last-Level Caches (LLCs) compared to the higher cache levels,
as well as the higher contribution of read accesses, these two
reliability challenges have become severe in the LLCs of server-
class processors. The existing approaches to overcome these
challenges impose significant area and performance overhead
or adversely affect the other failure types. In this paper, we
first investigate the parameters that affect the reliability of
STT-MRAM-based LLCs due to the retention failure and read
disturbance. Our investigation shows that a) the duration of
dead dirty blocks is the main contributor to the retention failure
rate of STT-MRAM LLCs while b) the high number of risky
reads, i.e., those that can affect the cache reliability, in the dirty
blocks is the main contributor to the read disturbance.Based
on these observations, we propose a simple yet effective cache
replacement policy, called Retention failure and read disturbance
reduction (Reference), to decrease the length of dirty intervals
and the number of reads, which results in a significant reduction
in retention failure and read disturbance rate. Our evaluations
demonstrate that the proposed replacement policy cuts down the
probability of retention failure and the number of risky reads per
dirty block by 56% and 61%, respectively. The area overhead
of this scheme is negligible (0.2%) with no adverse effect on the
energy consumption.

Index Terms—Cache Memory, Reliability, Retention Failure,
Read Disturbance, Replacement Policy, STT-MRAM.

I. INTRODUCTION

BY technology down-scaling, Static Random-Access Mem-
ory (SRAM) technology faces several challenges such

as high power consumption, low density, low reliability, and
low scalability [1], [2]. Recent efforts to address SRAM
issues have led to the introduction of emerging Non-Volatile
Memory (NVM) technologies such as Spin-Transfer Torque
Magnetic RAM (STT-MRAM) [3]–[5]. The main advantages
of STT-MRAM are non-volatility, high scalability and density,
low leakage, and immunity to soft errors [6]. However, it
faces some reliability challenges such as retention failure,
read disturbance, and write failure [7]–[10]. When a cell is
idle (no current or voltage is applied) and the cell content
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unintentionally changes, retention failure occurs [11], [12] and
read disturbance refers to an unintentional cell content change
during read access [13], [14]. The last failure type, i.e., write
failure, refers to the unsuccessful switching of cell content in
a write operation [15]–[18]. To employ emerging NVMs on
the shelf, these failure types need to be carefully addressed.

With the down-scaling of manufacturing technology, re-
tention failure has become the main source of STT-MRAM
failures [19] as shown in Fig. 1. This failure occurs while the
cell is idle. Since Last-Level Cache (LLC) has a low access
rate and its blocks are idle for a longer time in comparison
with higher cache levels [5], retention failure has become the
main source of LLC failures in server-class processors. On
the other hand, by increasing the number of read accesses, the
probability of read disturbance grows. Since all blocks in a
set are accessed in parallel to improve read performance, the
increased number of read accesses leads to a higher probability
of read disturbance.

Several studies attempted to reduce the retention failure
and read disturbance rate in STT-MRAM caches. Utilizing
refresh and scrubbing methods [19], [20], increasing thermal
stability factor [21], [22], employing Error-Correction Codes
(ECCs) [19], [23]–[26], reducing read and write currents in
conjunction with a more precise sense amplifier [27]–[30],
and manipulating physical dimensions of cells are the main
approaches for enhancing the STT-MRAM reliability. Some
of these approaches impose a high overhead on cache memory
[19], [23], [24], [31]–[33], while others show an adverse
impact on the other failure types [21], [22], [31].

In addition to reliability challenges, STT-MRAM caches
suffer from high write energy and long latency, which are
caused by asymmetric bit switching and the stochastic nature
of write operation in STT-MRAM cells. To address these
challenges, many previous studies conducted before are mainly
categorized into reducing the thermal stability factor, using
ECCs [34], [35], adaptive write pulses and write current
[36]–[38], and different cache structures [39]–[41] such

as multi-retention STT-MRAM caches [42]. Some of these
approaches can negatively affect reliability challenges such as
retention failure; however, adapting the approach presented in
this paper could minimize their effects.

The probability of write failure decreases in the lower tech-
nology nodes (Fig. 1) while the rate of the other two failures
increases. Under a technology node of 15nm, the contribution
of write failure to the total failure rate is negligible. Therefore,
an effective method to decrease the retention failure and read
disturbance without imposing overheads or negative effects
on the write failure is missing in the previous work. Given
the gap in the previous work, we investigate the effective



IEEE TRANSACTIONS ON RELIABILITY, VOL. X, NO. X, JULY 2024 2

1.0E-4

1.0E-2

1.0E+0

8 11 15 22

C
hi

p 
Fa

ilu
re

 
Pr

ob
ab

ili
ty

 [
32

M
B]

Technology Node [nm]

Total Failure
Read Disturbance
Write failure
Retention Failure

Fig. 1. Trend of failure rates for different technology nodes [19].

parameters on retention failure and read disturbance. Based on
this study, mitigating the retention failure and read disturbance
rates of a memory cell is based on the following major
sources/parameters, which should be carefully monitored and
addressed: a) cell idle time, b) number of read accesses, and
c) thermal stability factor. As our focus is on architectural
parameters, we focus on only the two former parameters in
our proposed method, since altering the thermal stability factor
requires physical changes in the manufacturing.

In this paper, we first investigate a detailed study, which
divides the idle intervals of cache blocks into two categories
and refers to them as live intervals and dead dirty intervals.
Live intervals indicate the time between two consecutive
accesses to a certain block if the current access to this block
is a read access. Additionally, dead dirty intervals indicate
the time between the last access and the eviction time of
dirty blocks. We evaluate the impact of idle intervals on the
probability of retention failure. Our experimental results show
that the length of the dead dirty intervals is significantly longer
than the length of live intervals. Hence, the probability of
retention failure in dead dirty intervals is more significant than
in live intervals. These observations indicate that decreasing
dead dirty idle intervals would have a large impact on reducing
retention failure rate.

To reduce read disturbance rate, we examine the number of
read accesses to the cache blocks. To do so, we define risky
and safe read accesses. Risky read access is one in which
data would be corrupted if a read disturbance occurs during a
read operation. However, the occurrence of a read disturbance
during a read operation that does not lead to data loss is called
safe read access. According to our observation, the number of
risky read accesses in dirty blocks is much greater than in
clean blocks. Thus, dirty blocks have a significant impact on
the probability of read disturbance. Hence, by reducing the
duration of dirty intervals (the time between a block being
dirty and its eviction), the number of risky reads from dirty
blocks and the probability of read disturbance will be reduced.

Based on these observations, we propose a simple yet
effective cache replacement policy called Retention Failure
and read Disturbance reduction (Reference). The proposed
cache policy reduces the idle time between the last access and
the eviction time of the dirty block. The Reference policy early
evicts error-prone dead dirty blocks by detecting these blocks.
We add a bit to each cache block, which allows us to evict dead
dirty blocks at certain times. Hence, Reference reduces the
length of dead dirty intervals by evicting dirty blocks that are
not as old as the Least Recently Used (LRU) evicted blocks.

As a result, Reference cuts down the probability of retention
failure and read disturbance rate in STT-MRAM LLCs.

Our evaluation based on workloads from the SPEC
CPU2006 [43] benchmark suite running on the gem5 full-
system simulator [44], [45] shows that the Reference policy
reduces the probability of retention failure of STT-MRAM
caches by 56% and 69% and decreases the number of risky
reads per dirty block by 61% and 66% compared to LRU and
RRIP [46] (the widely-used methods for re-referenced block
prediction in SRAM caches). This scheme imposes only 0.2%
area overhead and no increase in energy consumption.

Briefly, we offer the following original contributions:
• We propose a novel classification for cache blocks of

an STT-MRAM LLC based on their access patterns and
show that dead dirty blocks are the main contributor
to retention failure and read disturbance for the cache
vulnerability.

• We investigate the read access patterns to the cache
blocks and reveal that dirty blocks have a large contribu-
tion to the read disturbance rate in STT-MRAM LLCs.

• Based on our observations, we propose a novel replace-
ment policy, which needs only a minor modification on
cache management to prioritize more vulnerable blocks
for eviction in the cache replacement policy. The pro-
posed policy significantly enhances cache reliability with
negligible performance and area overheads.

The organization of the paper is as follows. A review
of STT-MRAM memory is provided in Section II. Previous
works are investigated in Section III. Section IV introduces
the motivation for this work, while the proposed schemes
are introduced in Section V. Results and simulation setup are
presented in Section VI. Finally, Section VII concludes the
paper.

II. STT-MRAM BACKGROUND

A. STT-MRAM Basic Concepts

A cell in STT-MRAM for storing data and accessing the
data uses Magnetic Tunnel Junction (MTJ) and an NMOS
transistor. An MTJ (Fig. 2) consists of three layers; a ref-
erence layer and a free layer are made up of ferromagnetic
material, with fixed and changeable magnetization directions,
respectively, and a layer placed between these ferromagnetic
layers called the oxide barrier layer [47].

STT-MRAM uses magnetic property instead of electric
charging to store data; hence, the stored data is represented
by its resistance. An MTJ has two resistance states: high,
indicating logic ‘1’, and low, representing ‘0’ [48], [49]. When
the magnetization of the two layers is parallel (P), MTJ has
low resistance (Fig. 2.a). In contrast, the anti-parallel (AP)
magnetization leads to the high resistance of MTJ (Fig. 2.b),
which represents logic ‘1’ for the stored bit [50].

To write ‘1’ to a cell of the STT-MRAM cache, a write
current flows from the free layer to the reference layer. In
this case, the electrons with different magnetic orientations
are unable to pass through the reference layer due to its strong
magnetic field. Instead, they are pushed back to the free layer,
which leads to a change in the magnetic orientation of the free
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Fig. 2. STT-MRAM cell representing the value a) ”1” and b) ”0”.

layer to the anti-parallel with the reference layer. In contrast,
a write current is applied from the reference layer to the free
layer to write the value ’0’ into a cell. To read a cell, a small
current is applied and the amount of the current is sensed to
distinguish the stored value [7], [12], [13].

B. Retention Failure in STT-MRAM

Retention failure is a major reliability issue in a STT-
MRAM cell, as reported in Fig. 1 [19], [20]. This type of
failure is occurred by unintentional change of the cell state
when it is idle. Equation (1) [48] is used to calculate the
retention failure probability for a cell, where t and ∆ are the
cell idle interval and the thermal stability factor, respectively
[17], [51]. The thermal stability factor of a cell is calculated
according to Equation (2) [48], where Eb, KB , and T are the
barrier energy, the Boltzmann constant, and the temperature
in Kelvin [52].

Pretention−failure = 1− exp (−t× exp (−∆)) (1)

∆ = Eb/(KB × T ) (2)

Based on (1), we extract two parameters that affect the
retention failure, which are the cell idle time and its thermal
stability factor. As mentioned, increasing ∆ for probability re-
duction of retention failure exacerbates the write failure rate. In
addition, ∆ adjustment needs to manipulate the manufacturing
process, which is beyond the scope of this work.

C. Write Failure in STT-MRAM

The probability of write failure is calculated based on Equa-
tion (3) [50]. In this equation, Iwrite, c, e, m, p, µβ , and twrite

are write current, Euler constant, electron charge, magnetic
momentum of the free layer, tunneling spin polarization, Bohr
magneton, and write pulse duration, respectively [7]. The
energy barrier (Eb) scales down linearly when scaling STT-
MRAM cells, which causes a reduction in the thermal stability
factor (∆). As shown in Equation (3), a decrease in the thermal
stability factor exponentially affects the probability of write
failure.

Pwrite−failure =

exp(−twrite ×
2× µβ × p× (Iwrite − IC0)

c+ loge(π
2 × ∆

4
)× (e×m× (1 + p2))

)
(3)

D. Read Disturbance in STT-MRAM
To write ”0” or ”1” in a cell of STT-MRAM cache, two opposite

directions are used for current flowing. As the read and write
operations share the same path in the STT-MRAM cell, applying
a read current to a cell may cause flipping the cell value [52], [53].
The read disturbance probability is calculated based on Equation (4),
in which τ is attempt period, tread is equal to the reading interval,
Iread and IC0 are read current and critical current (write current in
0oK), respectively [48], [50].

Pread−disturbance = 1− exp (
−tread

τ
× exp (

∆(IC0 − Iread)

IC0

))

(4)
In addition to the physical parameters in (4), the frequency

of read operations considerably affects the read disturbance
rate. Equation (5) shows how the read requests contribute in
the read disturbance rate. According to ( 5), the number of read
accesses has a decisive role in the read disturbance occurrence.

P = 1− (1− Pread−disturbance)
number of read accesses (5)

In summary, the idle time of a cache block is the main player
in the retention failure rate. In addition, the read disturbance
rate increases with a higher number of read accesses. Thus,
we focus on these parameters to enhance the reliability of
STT-MRAM LLCs.

III. RELATED WORK

As our proposed policy increases the reliability of STT-
MRAM caches by predicting the dead dirty blocks, we study
the related work from two aspects. We first explore the meth-
ods that addressed the retention failure and read disturbance
in STT-MRAM caches and then discuss the methods that tried
to predict the dead blocks in the SRAM/STT-MRAM caches.

A. Fault-tolerant STT-MRAM Cache Schemes

In [21], retention failure rate is reduced by increasing ∆,
without taking the negative impact of their method on the other
types of failures into account. Although retention failure rate
is reduced, the higher value of ∆ increases the write failure
rate. In [19], Error-Correction Codes (ECCs) are proposed to
tolerate retention failure, while using these codes imposes area
and performance overhead due to encoding and decoding.

Some studies proposed DRAM-style refreshing to reduce
the probability of retention failure. However, DRAM-style
refreshing refers to reading blocks and writing them back [19],
[20], which imposes more cost in terms of energy consumption
and performance. On the other hand, scrubbing schemes
have been proposed to address the DRAM-style refreshing
limitation [20]. To reduce the rate of data loss due to retention
failure, a refresh method over periodic intervals is proposed
in [31].

In [54], the memory is classified into four sections, each
with a dedicated retention time.

The sections are determined based on prediction and history
tables while imposing area and performance overhead for
each access. In [55] and [31], cell dimensions are reduced to
improve write latency and reduce write energy. This leads to
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retention time reduction and an increase in the occurrence rate
of retention failure. In [22], to mitigate read disturbance, criti-
cal current and the ∆ are increased. However, by increasing the
thermal stability factor, the write failure rate increases. Using
accurate sense amplifiers is another way to reduce the read
disturbance rate, which causes high energy and area overhead
[27]–[29], [56]. To mitigate errors caused by read disturbance,
previous studies have employed ECCs [9], [23]. [23] uses
ECCs to correct data and write it back to the cache. In [49] and
[57], different transitions (1→0, 0→1) in STT-MRAM cells
were examined, and two replacement policies were proposed
to overcome the high error rate. However, these approaches
impose a high overhead.

Some studies investigate the effect of temperature on the
STT-MRAM memories failure rate. In [58], the effect of
temperature on the switching of STT-MRAM cells was ex-
amined, and they showed that fixed voltage pulses at high
temperatures are more error-prone. In [24], the change in
the read disturbance rate with temperature was examined.
This work shows that by increasing the temperature, the read
disturbance probability is increased as well. To reduce the
read disturbance rate, they use strong ECCs for the high-
temperature blocks. In [14], the authors examined the effect
of write operations on temperature and proposed a policy to
mitigate the high error rate caused by temperature in STT-
MRAM caches. Their policy distributed the heat by managing
consecutive write operations in distant cache blocks. Reducing
read access rate by compression was proposed in [32], [33],
[59]. These approaches, however, impose a significant com-
pression cost overhead. In conclusion, some of the previous
approaches impose a high overhead on cache memory, while
others show an adverse impact on the other types of failures.
The method presented in [50] proposes an approach to reduce
the read disturbance rate in the cache tag array.

B. Dead Block Prediction in SRAM Caches

There are some previous work on dead block prediction,
which are based on SRAM technology. To identify dead
blocks, The Sampling Dead Block Prediction (SBDP) [60]
policy uses locality property of cache. The SBDP utilizes
program counter (PC) in a way that if an instruction triggers a
dead block, other blocks linked to that instruction will also be
identified as dead blocks. SBDP uses three prediction tables,
which uses a group of sets of cache for training.

The Re-Reference Interval Prediction (RRIP) [46] replace-
ment policy utilizes a 2-bit re-reference prediction value
(RRPV) for each cache block. The RRPV represents the
distance of a block to Most Recently Used (MRU) position
in an LRU stack, allowing for multiple blocks to share the
same RRPV. Upon accessing a block, its RRPV is reset to
0. Blocks are classified into near-immediate, inter-immediate,
and distance re-reference interval based on the RRPV value in
this policy. The algorithm selects a victim block with a pre-
defined RRPV. If no victim block is present in the cache, all
cache block RRPVs are incremented until a suitable victim
block is identified.

The SHiP [61] policy predicts hit accesses by the signature
of blocks. The SHiP uses three types of signature, i.e., memory

region signature, program counter signature, and instruction
sequence signature, for hit prediction.

The Leeway [62] policy uses a live distance metric to
identify dead blocks. The live distance of a block refers to the
maximum stack distance observed during the block’s presence
in the cache. The Leeway also uses set sampling and data-
code correlation to predict block’s live distance based on the
program counter (PC) responsible for bringing the blocks into
the cache. Howkeye [63] policy utilizes future decisions by
learning the behavior of a block by applying Belady’s optimal
algorithm to previous accesses to the cache.

In summary, none of the previous policies aimed at im-
proving reliability. Employing some of these methods can even
worsen the STT-MRAM reliability. Additionally, our proposed
approaches can be integrated into many of the previous studies
as future work.

IV. MOTIVATION AND OBSERVATIONS

Here, we first examine the idle time of cache blocks and
determine which type of idle time affects the probability of
retention failure. We then identify the risky and safe reads
and compare them in dirty and clean blocks. Next, we discuss
the access pattern of evicted dirty blocks from an LRU-cache
and Re-Reference Interval Prediction (RRIP) policy [46] as
the widely-used and most efficient predictor for re-referenced
blocks in SRAM caches.

A. Reliability Optimization Model

The reliability definition and formulation of STT-MRAM
cache have been presented in [7] and the key parameters
and variables that contribute to the reliability have been
deeply investigated. Besides the physical- and device-level
parameters, it has been shown that the memory access pattern
and workload behavior including the number and order of read
and write operations as well as live/dead intervals considerably
affect the cache reliability.

By definition, the STT-MRAM cache is considered reliable
when no read disturbance, write failure, or retention failure
occurs in any of the cache blocks during workload execution.
According to the cache reliability formulations, decreasing the
frequency of read/write operations or shortening the duration
of idle intervals for both live and dead dirty blocks can
decrease the cache error rate and improve reliability. Since
the contribution of write failure in the total cache error rate
is downgrading compared to read disturbance and retention
failure, our proposal is to reduce the rate of the latter. In
summary, the proposed scheme aims to minimize the duration
and the number of dead dirty blocks with the constraint of
minimum performance degradation.

B. Retention Failure

Reducing the probability of retention failure by manipulat-
ing the ∆ has a negative impact on other types of failure.
Thus, we focus on the cell (or block) idle time as the key
parameter to reduce the retention failure rate. We investigate
the effect of idle time on the retention failure of cache blocks
and identify four types of idle intervals as follows (Fig. 3):
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• Live Interval (LI) is the idle time between two consec-
utive accesses to a block while the last access is a read
access. The occurrence of the retention failure in a live
interval can cause data loss, affecting the cache reliability.

• Ineffective Live Interval (ILI) is the idle time between
two consecutive accesses to a block while the second
access is a write access. In this case, the block content
is rewritten and the occurrence of the retention failure
in these idle intervals may not lead to data loss. These
intervals do not affect the cache reliability.

• Dead Dirty Interval (DDI) represents the idle time
between the last access to the dirty blocks and their
eviction time. On a dirty block eviction, the block content
is written back to the next memory level. The occurrence
of the retention failure in these intervals can corrupt the
data block. Hence, dead dirty intervals affect the cache
reliability.

• Dead Clean Interval (DCI) is the idle time between
the last access and the eviction time of the clean blocks.
The occurrence of the retention failure in DCIs does not
lead to data loss, since there is already a copy of the
cache block in the next memory level. Hence, dead clean
intervals do not affect the cache reliability.

Next, we compare the frequency and length of the error-
prone intervals, i.e., DDI and LI, as reported in Fig. 4.

The frequency of DDIs and LIs are equal to the number
of dirty blocks in the cache and the read-hit accesses to the
cache, respectively. Fig. 5 shows that the frequency of LIs is
1.87× greater than the number of DDIs. However, in terms
of duration, the DDIs length accumulation is 2.55× greater
than that of LIs, on average, as shown in Fig. 6. Therefore,
the average length of each DDI is 4.77× (i.e., 1.87×2.55) of
each live interval.

To compare the effect of frequency and length of intervals,
we calculate the probability of retention failure in DDIs and
LIs based on Eq. (6), where P(RFi) is the probability of the cell
retention failure in idle time with the length of i, blocksize
is the number of cells in a block, interv is the longest idle
time of the blocks, and freqi is the frequency of idle intervals
with the length of i.

P = 1 − (

interv∏
i=1

(1− PRFi
)
blocksize+freqi) (6)

LI ILI LI DDI

A’s cache 
placement A’s last access A’s eviction
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Interval
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Fig. 4. Access patterns of Block A and Block B.

The average probability of retention failure in DDIs and LIs
is shown in Fig. 7. According to this figure, the probability
of retention failure in DDIs for LRU and RRIP policies is
4.8× and 2.8× greater than in LIs, respectively. Therefore,
the duration of intervals affects the probability of retention
failure more than their frequency.
C. Read Disturbance

The main parameter which affects the probability of read
disturbance is the number of read accesses to the blocks. On
a read request to the cache, all blocks within the target cache
set are read in parallel, which intensify the read disturbance
rate in the data blocks.

As shown in Fig. 3, the read disturbance can result in data
loss in case of risky read access while it may not result in
data loss in case of safe read access, according to the state of
the block.

Risky read access: It is a read access that can cause
reliability degradation because of read disturbance. A read
access to a set of cache blocks affects the probability of
read disturbance of a clean block if after this access, read-hit
access occurs to the same block. The occurrence of the read
disturbance on this block within this interval can cause data
loss, and hence reading this block affects the cache reliability.
In dirty blocks, which need to be sent to the next memory
level, all read accesses (miss or hit) to the set affect the
probability of data loss.

Safe read access: As shown in Fig. 3, the read accesses
to a set do not affect the cache reliability in two types of
intervals, called safe read accesses: a) the interval between
two consecutive accesses to a clean block if the last access is
a write access and b) the interval between the last access to
a clean block and the eviction of the block from the cache.
The occurrence of a read disturbance in these intervals has
no effect on the cache reliability because these blocks will be
rewritten or evicted from the cache without sending them to
the next level of memory hierarchy. Therefore, these blocks
do not have any effect on the probability of read disturbance
even if their data is corrupted since the content of these blocks
will not be reused.

D. Dirty Blocks
For further analysis, we explore the risky read accesses of

clean and dirty blocks and report the number of risky reads per
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block (Fig. 8). On average, the number of risky read accesses
in the dirty block of LRU and RRIP is 7× and 7.6× higher
than that in clean blocks, respectively. With such motivational
results and the fact that dirty blocks are more vulnerable, we
further examine their access pattern. We calculate the number
of accesses to the blocks before and after becoming dirty. The
Number of Accesses to a block Before being Dirty (NABD)
indicates the number of accesses to the block in the interval
between the block placement in the cache and its first write
access. Also, the number of accesses to a block in the time
interval between its first write access and eviction is equal
to the Number of Accesses to the block After being Dirty
(NAAD). In the case of a write-back miss access, the number
of accesses before dirty is zero.

By investigating the evicted dirty blocks in LRU and RRIP
policies, we observe that a significant number of dirty blocks
is not accessed after and before being dirty. Fig. 9 reports the
number of evicted dirty blocks, the number of dirty blocks
with a NAAD equal to zero, and the number of dirty blocks
not accessed after and before being dirty. According to this
figure, in LRU (RRIP) policy 85.6% (87.5%) of dirty blocks
are not accessed after being dirty, and 99.4% (99.2%) of such
blocks have an NABD equal to zero.

To conclude, the length of dead dirty intervals and the
number of risky read accesses of dirty blocks are the main
contributors to the probability of retention failure and read
disturbance rate, respectively. Thus, dirty blocks have a signif-
icant impact on the STT-MRAM cache reliability. Therefore,
we propose a scheme to reduce the length of dead dirty
intervals and the read access rate to dirty blocks to overcome
reliability degradation.

V. PROPOSED SCHEME

The idle time of blocks, particularly error-prone dead dirty
blocks, is a crucial factor affecting the reliability of STT-
MRAM caches. Hence, any scenario that could potentially
prolong idle time needs to be carefully examined. For example,
in a set-associative cache, increasing the number of cache ways
can extend the idle time of blocks by retaining them in the
set for a longer duration. Consequently, this increase in idle
time also raises the probability of retention failure and read
disturbance occurrence because of the direct influence of idle
time on retention failure probability as well as the escalation
in the number of unnecessary reads.

In an 8-way set-associative cache with LRU replacement
policy, when a dirty block is accessed for the last time, it

goes into MRU position (age 0), and when its age increases
to 7, it is ready to be evicted and will wait for the occurrence
of a miss access. Therefore, the length of dead dirty intervals
depends on the time it takes the dirty block to traverse from
the MRU to the LRU position and the waiting time of the
miss occurrence. As a result, by cutting down this time
interval that it takes the dirty block to go from MRU to
LRU position, the duration of dead dirty intervals will be
reduced.

An ideal replacement policy to minimize the occurrence of
retention failure and read disturbance is a policy that prevents
unnecessary read accesses to the blocks and evicts the blocks
immediately when they become dead. Thus, by reducing the
interval in which the retention failure and read disturbance rate
are the most, we increase the cache reliability. To achieve this
goal, we propose distinctive approaches as the key piece of a
comprehensive scheme.

A. Proposed Reference Policy

The dirty interval length of a block depends on the number
of accesses to a set containing the block; hence, the higher the
number of accesses, the longer the duration. As an example,
consider a dirty block with an LRU position of 3; the more
accesses to the set blocks with an LRU position of less than
3, the more time it takes for the dirty block to go to the
LRU position of 7 and be ready for eviction. To reduce this
interval, we use a threshold (Thlow) for dirty blocks. When
the age of dirty blocks surpasses the threshold, the dirty block
is considered as dead; i.e., these blocks have higher priority
than the block in the LRU position of 7.

As mentioned earlier, 85.6% (87.5%) of evicted dirty blocks
from LRU (RRIP) replacement policies are not accessed after
being dirty, and 99.4% (99.2%) of these blocks are not
accessed in clean intervals (CI). To identify the blocks that
are not accessed in a clean interval, we add an Access Before
Dirty (ABD) bit to each block. The ABD bit is set to ’1’ if the
block is accessed in the clean interval (as specified in Fig. 3),
otherwise, it remains ’0’. Accordingly, the value of the ABD
bit of a block is determined in the write-back access to the
block.

In this approach, we use three scenarios to evict the dead
dirty blocks: a) in the case of access to a set, if the set includes
a dirty block with ABD bit equal to zero and if this block is
not the requested block, the dirty block will be evicted. As
the ABD bit of a block is specified in write-back access, the
block (if ABD = 0) is evicted at the first access (hit or miss)
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after the write-back access to the set; b) in the case of a miss
access, the dead dirty blocks have priority for eviction. This
means if there is a dead dirty block in the set, this block will
be evicted, otherwise, this approach evicts the blocks based on
the LRU; and c) by predicting a miss access if a dead dirty
block exists in the set, the block will be evicted.

To reduce the probability of retention failure and read
disturbance, we have to reduce the duration (DDI) that error
prone blocks (i.e., dead dirty blocks) are exposed to idle time
and risky reads. Thus, in addition to the time we need to evict
a block (miss access), predicting miss accesses could help to
further reduce DDIs. If an access to a block is highly probable,

TABLE I
SET ACCESS PATTERN (Ak and bm are accessing blocks)

(a) [(a1, a2, ..., ak)(b1, b2, ..., bm)(ak, ..., a1)]
N

m < setsize

(b) [(a1, a2, ..., ak, ak, ..., a1)]N
k > setsize

its nearby blocks will be accessed in the near future (spatial
locality). Thus, when a block near LRU position is accessed, it
is probable that the accesses in the near future to the cache are
miss accesses. We classify the cache blocks into two groups
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in terms of their access pattern: a) blocks re-referenced in
the near future and b) blocks re-referenced in the far future.
The blocks re-referenced in the near future are close to the
MRU position, while the blocks re-referenced in the far future
are near to the LRU position. When a far-future re-referenced
block is accessed, it is probable that the subsequent access
requests are for far-future re-referenced blocks. However, it is
probable that the absence of these blocks causes miss-access
in subsequent accesses, as shown in Table I.

To make it more clear, two examples of set access patterns
are demonstrated in Table I. In the first example, when bm is
accessed, ak, if not evicted from the set, is placed close to the
LRU position. Thus, we consider this block and subsequent
blocks (ak−1, ak−2, .., a1) as far-future re-referenced blocks.
The result of requesting these blocks will be miss accesses. In
the second example, the ak and ak−1 blocks are considered as
near-future re-referenced blocks and are mostly placed close
to the MRU position. On the other hand, the a1 and a2 blocks
are far-future re-referenced blocks, and if they are not evicted
from the set, they are placed close to the LRU position. Hence,
we set a second threshold (Thhigh), so that when a block
with an age more than this threshold is accessed, we predict
subsequent miss accesses and evict a dead dirty block, if it
exists.

With the given observations and definitions, we propose the
Reference replacement policy to decrease the duration of DDIs.
The Reference policy decreases the duration of DDIs by early
eviction of dead dirty blocks. In the LRU policy, when the
age of a dirty block reaches 7 and if a miss occurs, the block
will be evicted. However, in this policy, some of the dirty
blocks are evicted at age 0 and some of them are evicted at
age more than Thlow (in miss prediction or miss accesses).
Thus, this policy reduces the probability of retention failure
and read disturbance by reducing the duration of dirty blocks.

Fig. 10 demonstrates the behavior of the Reference policy
for multiple accesses to a set of an 8-way set associative
cache, containing indicated blocks. The colors blue, red, green,
yellow, pink, and black represent clean and dirty blocks,
hit and miss accesses, and ABD bit equal to zero and one,

respectively. The age of the blocks can also be seen in the
figure. As shown, when a9 is accessed, the value of the ABD
bit is set which is zero because a9 has not been accessed
before it gets dirty. Thus, in the next access which is a read
hit access to a2, a9 will be evicted from the cache.

When a4, a5, and a6 are accessed, subsequent miss accesses
are predicted (Thlow = Thhigh = 3), but there is no dead
dirty block to be evicted. However, when a1 is accessed,
subsequent miss accesses are predicted and the dead dirty
block a2 is evicted. Also, when miss access occurs for a11,
Reference evicts the dead dirty block a3 and replaces it with
a11. Therefore, by cutting down the time interval for dirty
blocks to go from MRU to LRU and predicting miss accesses,
Reference reduces the length of dead dirty intervals, resulting
in a reduced probability of retention failure.

The results of this approach in terms of retention failure,
read disturbance, and miss rate are calculated and presented
in Fig. 11, Fig. 12, and Fig. 13, respectively. Because of
two enhancements on the Reference approach in the next
subsections, we name the basic Reference as Approach1 or
Appr1 in the figures. According to Fig. 11, the probability
of retention failure in DDIs is reduced by 91.9% and 93.6%
compared to LRU and RRIP, respectively. This improvement is
because of the reduced DDI duration. As depicted in Fig. 12,
which shows the number of risky reads per clean and dirty
block, the number of risky reads per dirty block in LRU
and RRIP replacement policies is reduced by 5.8× and 6.6×
for our approach (Appr1), respectively. However, the number
of risky reads per clean block in the proposed approach
increases by 1.52× and 1.45× compared to the LRU and RRIP
replacement policies, respectively. As shown in Fig. 13, Appr1
increases the miss rate by 1.2% compared to the LRU policy.

Next, we investigate different scenarios for dead dirty block
prediction and eviction used in the Reference approach for its
performance enhancement. The details of these enhancements
are presented in the following sections.

B. Reference Policy Enhancement

To enhance the Reference basic idea, dead dirty
blocks are considered as those dirty blocks with an ABD bit
of zero. When a set including a dead dirty block is accessed, in
the enhanced Reference policy, Approach2 (Appr2), the dirty
block with an ABD bit equal to zero is evicted. As mentioned,
the ABD bit of a block is determined in write-back access.
Thus, the dead dirty block will be evicted at the first access to
the set (which includes the dead dirty block) after write-back
access. If the first access is a miss, the dead dirty block will
have an eviction priority; if the first access is a hit, the dead
dirty block will be evicted at this access. In case of a miss
access, if there is no dead dirty block in the set, this enhanced
version of the Reference policy evicts a block based on LRU
policy.

According to Fig. 14, Appr2 reduces the probability of
retention failure in DDIs by 79.4% and 83.7% compared to
the LRU and RRIP policies, respectively. Fig. 15 demonstrates
that the number of risky reads per dirty block is decreased by
3.3× and 3.7× using Appr2, in comparison with LRU and
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RRIP, respectively. However, the number of risky reads per
clean block in Appr2 increases by 1.35× and 1.29× compared
to LRU and RRIP, respectively. Appr2 increases the miss rate
by 0.66% compared to LRU (Fig. 16).

In Appr1, we base our observations on what is shown in
Fig. 9. In this figure, we examine the number of evicted dirty
blocks and their properties such as the number of accesses
to dirty blocks before and after they became dirty. This
observation shows that under the LRU (RRIP) policy, 85.6%
(87.5%) of evicted dirty blocks have not been accessed after
becoming dirty. To consider all dirty blocks, a more precise
solution involves not only investigating the number of evicted
dirty blocks but also including an examination of the number
of accesses to dirty blocks (see Fig. 17). For example, when
85.6% of evicted dirty blocks under the LRU policy have not
been accessed after becoming dirty, it is probable that there

are dirty blocks that have been accessed after becoming dirty
but not accessed before becoming dirty. As shown in Fig. 17,
the occurrence of this situation is highly probable. This figure
(Fig. 17) reports the number of accesses to the dirty blocks,
the number of accesses to the evicted dirty blocks, the number
of dirty blocks with NABD equal to zero and an NAAD equal
to one (NAAD: number of accesses to a block after get dirty),
and the number of dirty blocks not accessed before getting
dirty and accessed for one time after getting dirty in the LRU
position less than 3. According to the results, 79.3% of the
dirty blocks not accessed before being dirty and get only one
access after being dirty (NABD = 0, NAAD = 1) are accessed
in the LRU position less than three after becoming dirty. This
value for the lbm workload is 99.99%.

To undertake the above investigation and present the ulti-
mate Reference policy that outperforms the second approach
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(Appr2) in terms of reliability and performance, the final dead
dirty block prediction and eviction scenarios are specified in
the following section.

C. Further Enhancement on Reference Policy

To further reduce the miss rate, we use a threshold (Thlow2
)

for the dirty blocks with an ABD bit equal to zero in Ap-
proach3 (Appr3). When the age of a dirty block with an ABD
equal to zero exceeds the threshold, the block will be assumed
to be dead. To reduce the duration of DIs (dirty intervals),
another threshold (Thhigh2

) is used. When the age of a dirty
block exceeds the second threshold (Thhigh2

), the block will
be assumed to be dead. Typically, Thlow2

is smaller than
Thhigh2

, and Thhigh2
is used for dirty blocks with an ABD bit

equal to one. Thus, in Appr3, dead dirty blocks refer
to either the dirty blocks with an ABD bit equal to zero whose
age is more than Thlow2

, or the dirty blocks with an ABD bit
equal to one, whose age is more than Thhigh2

.

With the given definitions, this approach evicts the dead
dirty blocks under two circumstances: 1) if a set is accessed
and it includes a dead dirty block with an ABD bit equal to
zero (the block age is greater than Thlow2

); and 2) if a miss-
access occurs, the dead dirty blocks have eviction priority, so
that if there is a dead dirty block with an ABD bit equal to
zero in the set, this block will be evicted; otherwise, a dirty
block with an age higher than Thhigh2

will be evicted. If a
miss access occurs and there is no dead dirty block, Appr3
evicts a block based on the LRU policy.

VI. EXPERIMENTAL SETUP AND RESULTS

To evaluate the proposed replacement policy, we model an
ARM processor with four cores and two levels of on-chip
caches in the gem5 simulator [44], [45]. The details of cache
structures are given in Table II. We use the SPEC CPU2006
benchmark suite [43] as our workloads and extract the results
by executing two billion instructions. To compromise between
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TABLE II
CONFIGURATION OF ON-CHIP CACHES

L1 I-cache 32KB, 4-way set associative, 64B block size
write-back, SRAM

L1 D-cache 64KB, 4-way set associative, 64B block size
write-back, SRAM

L2 cache 1MB, 8-way set associative, 64B block size
write-back, STT-MRAM

the performance overhead and the reliability improvement, for
Appr1, we set Thlow and Thhigh to 3, and for Appr3, we
set Thlow2

and Thhigh2
to 2 and 4, respectively.

The previous schemes for STT-MRAM reliability enhance-
ment are not comparable to our proposed policy because they
are either circuit-level schemes [19], which increase the STT-
MRAM cell robustness, or addressed read disturbance in the
tag array [50], which is not applicable to the data array. Among
the previous schemes, there are some replacement policies that

either focus on cache endurance [64] or write failure [14]. To
the best of our knowledge, there is no replacement policy that
specifically concentrates on cache reliability due to retention
failure and read disturbance. In addition to the conventional
LRU replacement policy, we have included the comparison
with the state-of-the-art re-reference interval prediction policy
(RRIP) [46], which outperforms other replacement policies in
dead-dirty block reduction.

A. Reliability
As explored, dead dirty intervals are the main challenge for

the cache reliability in facing retention failure. As shown in
Fig. 11, the proposed replacement policy reduces the retention
failure rate and improves the cache reliability by reducing
the idle time of dirty blocks. The first approach (Appr1) in
comparison to LRU (RRIP) policy reduces the probability
of the cache retention failure and DDIs by 57.6% (70.5%)
and 91.9% (93.6%), respectively. According to Fig. 14, Appr2
decreases the probability of the cache retention failure and
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Fig. 21. Instruction Rate for the proposed approaches vs. LRU and RRIP.
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Fig. 22. Risky Instruction Rate for the proposed approaches vs. LRU and RRIP.

DDIs by 44.9% (61.6%) and 79.4% (83.9%), respectively,
compared to the LRU (RRIP) policy. Fig. 18 shows the
probability of retention failure in Appr3, LRU, and RRIP
policies. Appr3 reduces the probability of the cache retention
failure and DDIs by 56.0% (69.3%) and 81.4% (85.5%),
respectively, compared to the LRU (RRIP) policy.

As discussed earlier, dirty blocks have a low access rate
(85.6% of dirty blocks are not accessed after being dirty).
Thus, the high read access rate per dirty block is because
of miss read accesses to the set, including this block or hit
read access to the other blocks of the set. To reduce the read
access rate of dirty blocks, the proposed policies decrease
the duration of DIs. The results in terms of the number of
risky reads per block are depicted in Fig. 12, Fig. 15, and
Fig. 19. As shown in these figures, the number of risky reads
per dirty block in LRU (RRIP) is 5.8× (6.6×), 3.3× (3.7×),
and 2.6× (2.9×) using Appr1, Appr2, and Appr3 policies,
respectively. The results show that our enhanced approach
(Appr3) leads to fewer reads and consequently, reduces the
number of read accesses per dirty block; hence, the probability
of read disturbance decreases as well. In the best case, the

Reference (Appr1) replacement policy reduces the probability
of retention failure in the cache and DDIs by 57.6% (70.5%)
and 91.9% (93.6%), respectively, compared to the LRU (RRIP)
replacement policy.

B. Performance
To investigate the performance of the proposed approach,

we calculate the miss rate of all workloads. As shown in
Fig. 13 and Fig. 16, Appr1 and Appr2 increase the miss rate
by 1.2% and 0.7% compared to LRU, respectively. According
to Fig. 20, Appr3 decreases the miss rate by 0.2% compared
to LRU. This can be explained by the observation reported
in Fig. 9, which shows an enormous number of dirty blocks
are not accessed, resulting in a considerable decrease in the
probability of retention failure and read disturbance, as well
as an improvement in the miss rate.

The instruction rate of the presented approaches and the
LRU and RRIP replacement policies are shown in Fig. 21.
As shown in this figure, the instruction rate in the third
approach increases by 4.7% and 1.3% compared to LRU and
RRIP, respectively. In the second approach, the instruction per
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second increases (decreases) by 0.7% (2.6%) compared to the
LRU (RRIP) replacement policy. The performance overhead in
terms of instruction rate for the first approach compared to the
LRU and RRIP is 5.3% and 8.1%, respectively. Considering
the logic complexity of the proposed scheme, the cache
controlling logic checks ABD bit on a cache miss to prioritize
the dead blocks for eviction. Since the victim block selection
on a miss is not on the critical path and the modifications
required for controlling logic are minimal, no latency overhead
is imposed in this regard.

To address reliability challenges in STT-MRAM caches,
many studies have been conducted. However, to the best of
our knowledge, there is no presented replacement policy that
reduces the effect of read disturbance and retention failure
on the reliability of STT-MRAM. Therefore, to better under-
stand our contribution and ensure fairness to all replacement
policies, we use a new metric called Risky Instruction Rate.
The risky instruction rate indicates the number of instructions
within a cycle for which the occurrence of read disturbance
and retention failure is highly probable. This metric combines
the performance and reliability of STT-MRAM caches. Fig. 22
shows the risky instruction rate for RRIP, LRU, Appr3, Appr2,
and Appr1. According to this figure, the risky instruction rate
for the LRU (RRIP) replacement policy is 4 (7) times greater
than that of Appr3, on average.

C. Area and Energy Consumption

As explained earlier, our analysis showed that 85.6% of
evicted dirty blocks from the LRU policy are not accessed
after being dirty. Additionally, 99.4% of these blocks are
not accessed before being dirty. In the proposed policy, we
identified these blocks as dead blocks. To determine these
blocks, a bit (ABD bit) is added to each block. Based on our
analysis, the added bit in Reference policy imposes less than
0.2% overhead to the cache area, which is negligible. The
energy consumption overhead is related to the required energy
for writes and reads on the ABD bit. However, the proposed
replacement policy aims to evict error-prone dead dirty blocks
to prevent unnecessary reads and ideal time (Fig. 19). Thus,
by reducing the number of unnecessary reads, the proposed
policy decreases energy consumption in addition to avoiding
read disturbance.

VII. CONCLUSION

Retention failure and read disturbance are the main sources
of the failure rate in the last level of the STT-MRAM caches
due to long error-prone idle intervals and high risky reads
rate. This paper evaluated the idle time and read accesses
of low-accessed cache blocks and proposed the Reference
replacement policy to reduce the length of dead dirty intervals
and the number of risky reads. The Reference policy reduces
the probability of retention failure by 56.0% (69.3%) and
reduces the number of risky reads per dirty block by 61.2%
(65.9%) compared to the LRU (RRIP) policy. This reliability
improvement is achieved with a negligible area and no energy
consumption and performance overheads.
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