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1 INTRODUCTION

THE overwhelmingly increasing demand for both storage
and computation necessitates revisiting the traditional

memory subsystems used in processors and storage sys-
tems to take advantage of emerging memory technologies.
Dynamic Random Access Memory (DRAM) and Static Random
Access Memory (SRAM) have been ubiquitously used for
decades as main memory and as on-chip cache, respec-
tively. Scaling and power issues of these traditional memory
technologies have led to significant investment in emerging
memory technologies. On the other hand, fundamental limi-
tations of mechanical disk drives have brought great atten-
tion to further explore the design space of Solid-State Drives
(SSDs). The promising features of emerging memory tech-
nologies such as low power consumption, increased perfor-
mance, lower susceptibility to particle strikes, and higher
bit density have prompted researchers to seek new organi-
zations in the different memory-hierarchy levels, to propose
new circuitry and algorithms to improve performance and
reduce power consumption, and to develop new schemes to
enhance system reliability.

While performance and power are the major motiva-
tions to revisit memory organization in the cache hierar-
chy of modern processors, several contributing factors
such as endurance, reliability, power, throughput, and
cost are the major concerns in storage subsystems and
SSDs. Design refinement techniques in both processors
and storage systems often span different abstraction lev-
els in computer systems, ranging from circuit design to
micro-architectural techniques, from system architecture
to operating systems.

To foster the research momentum on emerging mem-
ory technologies in high-performance processors and
mainstream and enterprise storage systems, IEEE Transac-
tions on Computers has scheduled a special section on both
system- and circuit-level aspects of emerging memory

and storage technologies. For this special section, we
have received 50 submissions from 17 countries, out of
which 18 submissions have been selected in the first
round of review process. Finally, after detailed review of
the revised submissions, 11 papers have been accepted
for publication in this section. More than 200 reviewers
have helped us to make publishing decisions for this spe-
cial section. The reviewers have been carefully selected
among distinguished researchers from both industry
(IBM, HP, Microsoft, EMC, NetApps, Intel, Data Storage
Institute, and Fusion IO) and academia. Most of them
have served as members of the organization or program
committees of top conferences, including the IEEE/ACM
International Symposium on Computer Architecture
(ISCA), the IEEE/ACM International Symposium on
Microarchitecture (MICRO), the USENIX Conference on
File and Storage Technologies (FAST), the ACM/IEEE
Design Automation Conference (DAC), the IEEE/ACM
International Conference on Computer-Aided Design
(ICCAD), the IEEE/ACM Design, Automation, and Test
in Europe (DATE), the IEEE/ACM Asia and South Pacific
Design Automation Conference (ASP-DAC), and the IEEE
Non-Volatile Memory Technology Symposium (NVMTS).

2 CONTRIBUTIONS

This special section brings the great opportunity of sharing
innovative ideas and research developments in two major
tracks:

a) Emerging uses of memory technologies in processor
architecture.

b) Emerging uses of memory technologies in storage
systems.

The first track tries to address limitations of emerging
memory technologies including both volatile and non-vol-
atile memories. Most of the articles in this track focus on
circumventing the intrinsic limitations of non-volatile
memory technologies such as Phase-Change Memory (PCM)
and Spin-Transfer Torque Magnetic RAM (STT-MRAM).
Nonetheless, there is also work trying to elude shortcom-
ings of standard DRAM technology for Embedded DRAM
(eDRAM) and suggesting the use of FinFETs. The second
track mainly focuses on different aspects of storage sub-
systems such as performance, reliability, and endurance.
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The papers of these two tracks are summarized in the fol-
lowing subsections.

2.1 Emerging Uses of Memory Technologies in
Processor Architectures

The first paper in this track is entitled “Cache Design with
Domain Wall Memory” by Rangharajan Venkatesan, Vivek
J. Kozhikkottu, Mrigank Sharad, Charles Augustine, Arijit
Raychowdhury, Kaushik Roy, and Anand Raghunathan. It
discusses the use of Domain Wall Memory (DWM), a recently
developed spin-based memory technology, for caches. This
work first provides a comprehensive overview of DWM
and two main latency- and capacity-optimized cell designs.
The authors then focus on different design choices for using
DWM, such as cell type, organization, and head manage-
ment. Of note is the use of a hybrid array comprised of both
types of cells and a thorough study regarding head posi-
tioning. A two-level array is then designed and tested using
simulations. The authors demonstrate massive gains in area
and energy efficiency.

The second paper, “WOM-Code Solutions for Low
Latency and High Endurance in Phase Change Memory”
by Poovaiah Palangappa, Jiayin Li, and Kartik Mohan-
ram, presents a Write-Once-Memory (WOM) code; it
addresses the long latency of PCM technology by inte-
grating the WOM code at both the memory architecture
end and in the memory controller. Since PCM RESET
operation is much faster than SET operation, the paper
proposes to use an inverted WOM-code that transforms
PCM writes to comprise of low latency RESET operations.
To minimize the memory overhead of the WOM-code
encoded data, the authors present two memory organiza-
tions: wide-column and hidden-page. To verify the pro-
posed methods, the DRAMSim2 simulator has been
extended to evaluate the WOM-code PCM architecture
across different benchmarks.

The third paper, “Array Organization and Data Manage-
ment Exploration in Racetrack Memory” by Zhenyu Sun,
Xiuyuan Bi, Wenqing Wu, Sungjoo Yoo, and Hai Li,
presents an ultra-dense memory architecture based on a
racetrack memory—a descendant of STT-RAM which was
formerly introduced by IBM. In the proposed architecture,
proper data management scheme and cross-layer optimiza-
tion techniques are employed to enhance both performance
and energy efficiency. Efficient cell and array designs are
also presented to eliminate the area constraint of the access
transistor size and to enable the uniform access ports for
read and write operations.

A CMOS-compatible non-volatile SRAM-based hybrid
memory scheme entitled “cNV SRAM: CMOS Technology
Compatible Non-Volatile SRAM-Based Ultra-low Leakage
Energy Hybrid Memory System” is presented by Jinhui
Wang, Lina Wang, Haibin Yin, Zikui Wei, Zezhong Yang,
and Na Gong. The proposed non-volatile SRAM, called c-
NV SRAM, is implemented using the Fowler-Nordheim
tunneling mechanism. Efficient power gating techniques
are also employed to achieve ultra-low leakage energy.
Conventional 8T-SRAM is used for fast operation while
data is backed up with non-volatile parts in sleep state
and the power supply is switched off to eliminate leak-
age energy.

Another interesting study, entitled “Feasibility of Em-
bedded DRAM Cells on FinFET Technology” by E. Amat,
A. Calomarde, F. Moll, R. Canal, and A. Rubio, characterizes
several eDRAM designs which are based on FinFET tech-
nology. In this study, several important parameters such as
process variation, voltage fluctuation, environment temper-
ature variation, yield estimate, soft error tolerance due to
ion strikes, speed performance, different topologies, and
layout comparison are investigated in various eDRAM tech-
nologies. The impact of device fluctuation on the parame-
ters of eDRAMs has been evaluated by Monte-Carlo
simulations. The variability is also modeled as a change in
the device threshold voltage. Numerous findings have been
presented in this study; for instance, it is shown that the
cells based on multiple-gate devices exhibit a factor of two
improvement in retention time over the implementation
with planar transistors.

2.2 Emerging Uses of Memory Technologies in
Storage Systems

The first paper in this track is entitled “Effective Lifetime-
Aware Dynamic Throttling for NAND Flash-Based SSDs”
and is authored by Sungjin Lee and Jihong Kim. It presents
a dynamic throttling technique to improve the lifetime of
SSDs. In this technique, the number of data blocks written
over each time interval is controlled by adjusting the write
speed of SSDs and by taking into account the effective write
endurance of NAND flash memory. To have minimal per-
formance degradation, the dynamic throttling is performed
by predicting future write traffic and adopting appropriate
write speed. This also prevents significant fluctuations in
write response times.

A coding scheme for flash-based SSDs is presented in
“Improving Read Performance of NAND Flash SSDs by
Exploiting Error Locality” by Ren-Shuo Liu, Meng-Yen
Chuang, Chia-Lin Yang, Cheng-Hsuan Li, Kin-Chu Ho, and
Hsiang-Pang Li. The main aim of the proposed encoding
scheme is to speed up decoding latency of Low-Density
Parity-Check (LDPC) in read operations. Flash memory has
a high error locality and error correction calculations can
be reused to avoid costly LDPC decode operations. This
scheme adaptively partitions DRAM for use as a regular
cache and a cache for storing error correction data. These
partitions are periodically updated using analysis based on
stack distance. This scheme was evaluated using real hard-
ware and a significant read performance gain has been
achieved.

The study presented in “Exploring Design Challenges in
Getting Solid State Drives Closer to CPU” by Myoungsoo
Jung explores challenges of two representative PCI-Express
SSD architectures, namely, from-scratch SSD and bridge-
based SSD. This study reveals that the former architecture,
which typically employs Field-Programmable Gate Array
(FPGA)- or Application-Specific Integrated Circuit (ASIC)-
based native PCIe controllers, offers considerable perfor-
mance improvement at the cost of significant host-side
memory and computational resources. The quantitative
results also show that the latter architecture, which lever-
ages conventional high-performance SSD controllers,
imposes less memory and computation power while
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delivering longer latency and less throughput as compared
to the from-scratch SSD architecture.

An intra-SSD level Redundant-Array of Independent Disks
(RAID) scheme which allows flexible stripe sizes and parity
placements is presented in “Chip-Level RAID with Flexible
Stripe Size and Parity Placement for Enhanced SSD
Reliability” by Jaeho Kim, Eunjae Lee, Jongmoo Choi, Dong-
hee Lee, and Sam H. Noh. The proposed RAID scheme con-
structs stripes based on the arrival order of write requests
and tries to place parity data in the stripes such that parity
update overhead is minimized. By modeling performance
and reliability of both conventional RAID-5 and the pro-
posed RAID schemes, it is shown that reducing the number
of parity writes committed to flash enhances both perfor-
mance and reliability as compared to the conventional
RAID5 scheme.

An analytical model to quantify the reliability of SSDs is
presented in “Analysis of Reliability Dynamics of SSD
RAID” by Yongkun Li, Patrick P.C. Lee, and John C.S. Lui.
The proposed model takes into account the flash wear-outs
due to limited program/erase cycles of flash chips as well
as bit errors due to read disturbs, program disturbs, and
retention errors. In particular, the paper explores the reli-
ability of even parity distribution as opposed to uneven par-
ity distribution across multiple SSDs. Due to time-varying
bit error rates of SSDs and with the purpose of modeling the
reliability of an SSD-based RAID array over time, the
authors use non-homogeneous continuous time Markov
chains and conduct transient analysis to derive reliability
metrics.

The last but not the least paper in this track is entitled
“Eliminating Periodic Flush Overhead of File I/O with
Non-volatile Buffer Cache” by Eunji Lee, Hyojung Kang,
Hyokyung Bahn, and Kang G. Shin. It addresses the
load of synchronous periodic writes performed by the
operating system: to prevent data loss, dirty data blocks
are periodically saved to preserve data in case of power
loss, resulting in synchronous writes to disk. The authors
propose using Non-Volatile Memory (NVM) to store the
dirty blocks as, unlike DRAM, NVM preserves data
upon a power loss. This scheme reduces writes and
space requirements by only storing the modified parts of
blocks in NVM. Also, when blocks are flushed from
main memory, the corresponding data blocks are also
flushed from NVM to free up NVM space. This solution
was implemented on the Linux Kernel: the authors dem-
onstrated reduced writes (by nearly half) and improved
performance.

3 CONCLUDING REMARKS

In conclusion, as evidenced by the numerous submissions
to this special issue, we believe that emerging memory tech-
nologies have great potential for further research and appli-
cations in computing and storage systems. The guest
editors would like to thank all the authors who have sub-
mitted papers to this special issue, including those authors
whose contributions could not be selected for inclusion in
this issue. They would also like to offer our sincere thanks
to the reviewers, without whom this issue would not
have been possible and who provided very constructive

comments and suggestions to the authors. They would also
like to express their gratitude to the retired editor-in-chief,
Prof. Albert Zomaya, for his support and help in making
this special issue a reality. Last but not least, they thank the
staff of the editorial office of the IEEE Transactions on Com-
puters for their cooperation during this project. But, of
course, most of all, we hope you, the readers, will enjoy the
papers in this special issue.

Hossein Asadi
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